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ABSTRACT

Previous research in speech perception has shown that category information affects the discrimination of consonants to a greater extent than vowels. However, there has been little electrophysiological work on the perception of fricative sounds, which are informative for this contrast as they share properties with both consonants and vowels. In the current study we address the relative contribution of phonological and acoustic information to the perception of sibilant fricatives using event-related fields (ERFs) and dipole modeling with magnetoencephalography (MEG). We show that the field strength of neural responses peaking approximately 200 ms after sound onset co-varies with acoustic factors, while the cortical localization of earlier M100 responses suggests a stronger influence of phonological categories. We propose that neural equivalents of categorical perception for fricative sounds are best seen using localization measures, and that spectral cues are spatially coded in human cortex.

1. Introduction

The perception of speech involves the mapping of acoustic information onto discrete and language-specific phonological categories. Previous research has shown that these phonological categories strongly influence how speech is perceived: category information allows for better discrimination of acoustically equidistant sounds if they cross a category boundary than if they do not (‘categorical perception’; Harnad, 1987). Although within-category discrimination is still possible, it is reduced for plosive consonants such as [p–b], [t–d] and [k–g] and enhanced for vowels (Eimas, 1963; Fry, Abramson, Eimas, & Liberman, 1962; Marklund, Schwarz, & Lacerda, 2014; Pisoni, 1973). The reasons for this contrast remain unsettled but may relate to acoustic or phonological differences between consonants and vowels. Plosives are generally discriminated based on temporal cues such as voice onset time and formant transitions, whereas the discrimination of vowels relies more on their steady-state spectral properties (Drullman, Festen, & Plomp, 1994; Kewley-Port, 1983), which are spatially coded in human cortex (Obleser, Elbert, Lahiri, & Eulitz, 2003; Obleser, Lahiri, & Eulitz, 2004). Alternatively, the contrast might be driven by phonological or language-specific differences between consonants and vowels; for instance, vowels tend to occupy a prominent position in the syllable hierarchy, they can be stressed and they carry prosodic information (Spencer, 1996).

Fricatives (such as in English ‘see’ or ‘she’) can inform the reasons for this contrast since they share properties with both plosive consonants and vowels. Similarly to plosives, fricatives are consonants. However, like vowels, fricatives can be discriminated based on spectral information, as determined by the spectral peaks in the frication noise (Jongman, Wayland, & Wong, 2000). Previous research found inconsistent categorical effects for fricatives, which were discriminated categorically in some studies but not in others (Fujisaki & Kawashima, 1968; Healy & Repp, 1982; Mann & Repp, 1980; Repp, 1981). However, these studies mainly focused on behavioral tasks (for an exception, see Lipski, 2006). Here we examine whether fricative perception shows enhanced within-category discrimination, similarly to vowels, or whether it is strongly categorical, similarly to plosive consonants. We address how acoustic and phonological factors affect the discrimination of a fricative continuum from ‘she’ to ‘see’. We use event-related fields (ERFs) in a Mismatch Negativity (MMN) design (Nätänen, Paavilainen, Rinne, & Alho, 2007; Schröger, 2005) and we model the source of the M100 response, a negative deflection that indicates sound-specific processing (Nätänen & Picton, 1987). Both the MMN amplitude and M100 dipole locations have been previously found to be sensitive to category
membership in addition to acoustic differences (Kazanina, Phillips, & Idsardi, 2006; Obleser et al., 2004; Phillips et al., 2000). We show that both behavioral responses and the localization of the M100 component provide reliable indices of categorical processing.

2. Results

In the behavioral tests, participants performed identification and discrimination tasks on a 10-step continuum from [ʃ] to [s]. The MEG experiment comprised four blocks determined by stimuli that belonged to either the [ʃ] category (ʃ1, ʃ2) or to the [s] category (s1 and s2; Fig. 1A). These stimuli served as standards in each of the four blocks. Each block contained two types of deviants: a deviant that belonged to the same phonological category as the standard (deviant within) and a deviant that belonged to a different phonological category (deviant across), as determined by the identification test. Crucially, when the standards were ʃ1 and s1, deviants across differed from standards in category membership and they were acoustically more distant from standards than deviants within. When the standards were ʃ2 and s2, deviants across differed from standards only in category membership and they were the same acoustic distance apart from standards as deviants within (Fig. 2A).

2.1. Behavioral

In the identification task, the logistic regression revealed that the category boundary across participants corresponded approximately to step 7 in the fricative continuum (50% point = 6.89). In the discrimination task, participants showed evidence of categorical perception: acoustically equidistant pairs were discriminated more accurately when they crossed the category boundary than when they did not (Fig. 1B). Linear-mixed effects modeling revealed that participants’ discrimination was influenced by both acoustic and phonological information: d’ scores increased with increasing acoustic distance between the pair members (main effect of acoustic distance: \( \hat{\beta} = 0.57, SE = 0.09, p < 0.01 \)) and they also increased when the two sounds belonged to a different phonological category than when they belonged to the same category (main effect of phonological category: \( \hat{\beta} = 2.17, SE = 0.32, p < 0.01 \)). Importantly, there was a negative interaction between these two factors, which showed that acoustic distance had a smaller effect for across-category pairs than for within-category pairs (\( \hat{\beta} = -0.47, SE = 0.09, p < 0.01 \)). Thus, the effect of acoustic distance was significantly modulated by the category membership of the sounds.

2.2. MEG

2.2.1. MMN amplitudes

Participants showed reliable MMN effects in posterior sites in the right and left hemispheres (MMN right: \( \hat{\beta} = -16.18, t = -5.71, p < 0.01 \); MMN left: \( \hat{\beta} = 6.65, t = 2.65, p < 0.01 \)). In addition, mismatch responses were stronger on the right than on the left, as shown by a significant interaction between the MMN mean absolute amplitude and the laterality factor (\( \hat{\beta} = -9.32, t = -2.52, p < 0.05 \)). Therefore, only right posterior sites were used in further analyses, although plots for the left hemisphere are included in the Supplementary Materials to provide a full description of the data (Fig. S2).
Statistical analyses in the 150–250 ms time window revealed that MMN responses were modulated by acoustic distance but not by category membership alone. For pooled responses to $S_1$ and $s_1$ sounds, where deviants across belonged to a different phonological category and were acoustically more distant from standards than deviants within, deviants across elicited marginally stronger MMN responses than deviants within ($\hat{\beta} = 0.09$, $t = 1.76$, $p = 0.08$). In contrast, deviants across and within did not differ for $S_2$ and $s_2$ sounds, where both deviants were acoustically equidistant from standards, and deviants across differed from deviants within only in their category membership ($\hat{\beta} = 0.72$, $t = 0.16$, $p = 0.87$). MMN responses across right posterior sites are shown in Fig. 2B.

2.2.2. M100 dipoles
M100 mean dipole locations of the four standard types differed along the lateral–medial axis (Fig. 3). We focused on this axis since it has been previously found to reflect a tonotopic distribution of

---

**Fig. 2.** (A) Optimal passive oddball paradigm used in the MEG study. Each standard was interspersed with two types of deviants, belonging to the same or a different phonological category as the standard. For $f_1$ and $f_1$ stimuli, deviants across and within differed in category membership and acoustic distance; for $f_2$ and $s_2$ stimuli, deviants across and within only differed in category membership. (B) MMN patterns at posterior right channels. The MMN window (150–250 ms) is highlighted in gray, and topographic plots are calculated as average responses in the MMN time window. The 5 channels selected for analysis are shown in black.

---

**Fig. 3.** Mean estimated ECD locations for the M100 component (80–130 ms) in left and right hemispheres.
M100 dipole sources, with higher frequencies corresponding to more medial coordinates and lower frequencies corresponding to more lateral coordinates (Pantev et al., 1995). While no clear patterns were observed in the left hemisphere, in the right hemisphere the location of the standard sounds showed a pattern consistent with categorical perception: although the acoustic distance between \( j_1 \)–\( j_2 \), \( j_2 \)–\( s_2 \), and \( s_2 \)–\( s_1 \) was identical, the locations of the dipoles in response to these sounds showed smaller distances between members of the same category than between members of different categories.

This observation was supported by pairwise comparisons between the dipoles of these sounds. There was not a statistical difference between the locations of \( j_1 \) and \( j_2 \) (\( \beta = 1.26, t = 0.60, p = 0.56 \)) or \( s_2 \) and \( s_1 \) (\( \beta = 1.53, t = 0.93, p = 0.37 \)). In contrast, the difference between \( j_2 \) and \( s_2 \) approached significance (\( \beta = 2.82, t = 1.89, p = 0.08 \)). This suggests that although the acoustic distance between these sounds was identical to the distance between \( j_1 \)–\( j_2 \) and \( s_2 \)–\( s_1 \), their perception, as reflected in their location along the medial–lateral axis, differed more strongly when they belonged to different phonological categories. However, the interaction between acoustic information (expressed as the averaged F5 and F6 formant values of each stimulus) and phonological category (expressed as membership to the /s/ or /f/ categories) did not reach significance when entered in the full model (\( \beta = 0.23, t = 0.14, p = 0.89 \)). Thus, the results from the pairwise comparisons should only be taken as suggestive and they are discussed further in the General Discussion.

### 3. Discussion

This study examined the relative contribution of acoustic and phonological information to the perception of fricative sounds. Participants’ behavior showed clear evidence of categorical perception: in the right hemisphere, acoustically equidistant pairs were discriminated more accurately when they crossed a category boundary than when they did not. In addition, the localization of M100 responses showed sensitivity to phonological information: M100 sources to acoustically equidistant exemplars from the \( [j]-[s] \) continuum showed that within-category sounds elicited dipoles whose coordinates clustered together along the mediolateral axis. Importantly, when the same acoustic distance between sounds crossed a category boundary, there was a trend for the resulting dipoles to differ in location along the mediolateral axis.

These results suggest that category information can result in a ‘warping’ of dipole locations: equidistant physical stimuli were mapped onto phonological representations resulting in smaller within than across-category differences along the medial–lateral axis. This indicates that phonological information can influence acoustic processing, a conclusion that is in line with previous findings that tonotopic organization in auditory cortex is modulated by top-down information (e.g., Oh, Kwon, Yang, & Jeong, 2013). A broader implication of these findings is that specific phonemes may be represented by neuronal populations that are separated enough to resolve to different dipoles. This hypothesis is consistent, for instance, with findings on visual perception and object recognition, where optical imaging and single-cell recordings have suggested that inferotemporal cortex is composed of a mosaic of neuronal patches that respond to basic shapes, whose combination can then encode arbitrary objects (e.g., McCandliss, Cohen, & Dehaene, 2003; Tanaka, 2003; Tsunoda, Yamane, Nishizaki, & Tanifuji, 2001).

These results, however, should be taken with caution, since they were not supported by an interaction between acoustic information and phonological category in the full statistical analysis of dipole locations. The lack of an interaction is likely to have resulted from the limited amount of data in combination with the high collinearity between these two factors. Collinearity problems are pervasive in designs that include a continuous predictor and a categorical predictor that is a transformation on the same scale (Friedman & Wall, 2005; Wurm & Fisicaro, 2014). Further research and a different experimental design will be needed to further dissociate the contribution of phonological and acoustic factors to dipole locations.

In contrast with the localization results, we found effects of acoustic distance but no evidence of categorical perception in participants’ MMN responses. These results differ from previous studies on plosive consonants. MMN responses to plosive consonants tend to be strongly modulated by category information, in contrast with MMN responses to vowels, which usually show sensitivity to within-category differences (e.g., phasives: Kazanina et al., 2006; Phillips et al., 2000; vowels: Hacquard, Walter, & Marantz, 2007; Marklund et al., 2014; Näätänen et al., 1997). The lack of a modulatory effect of category information for fricative sounds suggests that the contrast between consonants and vowels might be due to the extent to which vowels and plosive consonants rely on spectral and temporal information. Previous MMN studies on plosive consonants have mostly focused on voicing contrasts, which are primarily based on differences in temporal structure, that is, on voice-onset time differences that describe the lag between the release of consonant closure and onset of quasi-periodic vocal fold vibration.

In contrast, the main acoustic contrast between the phonological categories of \( [j] \) and \( [s] \) in our study was conveyed in the steady state F5 and F6 formant locations. Note that participants could not rely on secondary cues such as formant transitions (cf. Jongman et al., 2000) since fricatives were consistently followed by the same vowel. We hypothesize that the MMN showed stronger sensitivity to acoustic than phonological differences because the main cue for fricative discrimination was spectral, rather than temporal. A greater sensitivity to acoustic information for spectral processing is consistent with studies on spectrally based speech sound differences, which have usually found similar MMNs for within- and across-category contrasts (Kasai et al., 2001; Marklund et al., 2014; Sharma & Dorman, 1998; Sharma, Kraus, McGee, Carrell, & Nicol, 1993).

A strong reliance on spectral cues may also explain the right-lateralization of MMN responses to fricative sounds in our study. Although previous studies have sometimes found a right-hemispheric dominance for the MMN (e.g., Paavilainen, Alho, Reinikainen, Sams, & Näätänen, 1991; Rinne, Alho, Ilmoniemi, Virtanen, & Näätänen, 2000) responses to contrasts between plosive consonants are typically left-lateralized (e.g., Kazanina et al., 2006). However, the processing of spectral information tends to rely more on the right hemisphere (e.g., Zatorre & Belin, 2001), which may explain the right-lateralization of the MMN responses that we observed in our study. Alternatively, the pre-attentive nature of the MMN design in combination with the friction noise of the stimuli may have induced participants to process the sounds in a non-speech mode in the MEG task, yielding stronger responses in the right hemisphere, which is usually more driven by acoustic processing. In contrast, the behavioral task may have induced a more phonologically driven processing mode since participants were explicitly asked to categorize the sounds. A third possibility is that the absence of a left-lateralized MMN component might have been due to the particular nature of the phonological contrast between \( [j]-[s] \). These sounds are both coronal, which may be a non-primary distinction and might be underspecified with regard to place of articulation (e.g., Lahiri & Reetz, 2010).

Overall, our results suggest that categorical perception is not an ‘all-or-nothing’ effect, but rather that it depends on the level of
processing and on the nature of the acoustic contrast under study. To this end, the behavioral findings suggest that attentional measures of speech processing reflect the influence of phonological information, while earlier, pre-attentive MMN responses index a stronger influence of acoustic (spectral) information. Crucially, however, our M100 dipole findings illustrate that phonological information is available at very early processing stages, and that category membership might result in warped spatial representations in cortex.

4. Methods

4.1. Participants

Behavioral data was obtained from eleven students at the University of Maryland (9 females, age range = 19–31 years, mean age = 21.8, 10 right-handed) and MEG data from sixteen volunteers (9 females, age range = 19–22 years, mean age = 20.8, all right-handed). All participants were native English speakers with normal or corrected-to-normal vision, provided informed consent and received course credit or financial compensation for their participation. They had no self-reported hearing impairments or neurological disorders. All procedures followed the guidelines of the local ethics committee from the University of Maryland and were in accordance with the Declaration of Helsinki.

4.2. Materials

Stimuli were synthesized according to a previously established protocol (McQueen, Jesse, & Norris, 2009) using the Klatt synthesizer as implemented in McMurray, Tanenhaus, and Aslin (2002), together with the phonetic sound software Praat (Boersma & Weenink, 2011). The synthesized stimuli consisted of a 210 ms fricative portion, followed by the vowel [i] with a duration of 270 ms resulting in the words [i] (‘she’) and [si] (‘see’, Fig. 1A). The fricative portion of the sounds differed along a 10-step continuum from a clear instance of [i] to a clear instance of [s]. The fricative continuum was constructed by manipulating the location of the 5th and 6th formants (spectral peaks, F5 and F6) in Bark space, which was chosen to account for the non-linearity of the frequency resolution of the human auditory system (Zwicker, 1961). For F5, formant values ranged from 14.5 to 19.5 Bark and for F6, from 15.5 to 20.5 Bark (Table S1). These values approximate the mean spectral locations for [i] and [s] in natural productions (Jongman et al., 2000).

For the MEG experiment, we selected four sound positions that evenly spanned the category boundary determined by the behavioral tests. These four positions were labeled J1, J2, S2, and S1, with J1 and S1 referring to clear category members and J2 and S2 referring to members located closer to the category boundary. For each of these positions we selected three different tokens 1/8 Bark apart from each other, in order to add acoustic variability and to encourage MEG participants to map the experimental stimuli onto phonological categories as opposed to specific sounds (cf. Phillips et al., 2000). Onset and offset ramps (5 ms) for all stimuli ensured that acoustic artifacts were minimized. Average sound intensities were normalized to 70 dB (based on the mean power in Pa²/s) in order to guarantee reliable auditory delivery at approximately 60 dB SPL in the MEG scanner.

4.3. Procedure

4.3.1. Behavioral experiments

Identification and discrimination tasks were carried out in the MEG scanner in order to ensure similar testing conditions across experiments. Participants were lying in supine position and wore non-magnetic Etymotic in-ear headphones (ETYMOTIC Research Inc., Elk Grove Village, IL). Instructions were delivered visually and projected on a screen mounted 20 cm above participants’ heads. A two-button response device registered participants’ responses.

In the identification task, participants heard sounds from the [i–si] continuum and were instructed to classify the fricative portion as either [i] or [s] by means of button presses. Response-button assignment was counter-balanced across participants. Each trial began with a 500 ms blank screen. Then a fixation cross appeared for 300 ms and was immediately followed by a sound from the continuum. Each sound was repeated ten times across the experiment in a randomized order. If a button press was not registered 4 s after trial onset, the next trial began.

In the discrimination task, participants gave same/different judgments to sound pairs taken from the continuum. We varied the acoustic distance between the sounds in each pair, which could be 2 (e.g., stimuli 1–3), 4 (e.g., 1–5), 6 (e.g., 2–8), 8 (e.g., 1–9) or 10 steps apart (1–11). Each pair was repeated 3 times across the experiment. To counterbalance, we introduced a similar number of identical pairs, resulting in a 46:54 same-to-different ratio. Each trial started with a fixation cross that was displayed for 300 ms and was immediately followed by the experimental sounds, separated by a 300 ms inter-stimulus interval (ISI). The next trial began when participants provided a judgment, or if no response was recorded after 2 s. Trials were separated by 500 ms during which the screen remained blank.

4.3.2. MEG experiment

Stimuli were presented in a modified many-to-few optimal passove oddball paradigm (Nätänen, Pakarinen, Rinne, & Takegata, 2004; Partanen, Vainio, Kujala, & Huotilainen, 2011). Frequently-presented standard stimuli were interspersed with two types of infrequent deviant stimuli approximating a 7:1:1 ratio. Per block, the total number of standards approximated 708 and the number of deviants approximated 208 (104 per each deviant type), summing up to a maximum of 916 stimuli presentations. Stimuli were pseudo-randomized such that no more than 5 and no less than 2 standards occurred in a sequence. Trial duration randomly varied between 900 and 1250 ms. Altogether, each block lasted approximately 16 min. Block order was counterbalanced across participants.

Participants passively listened to the sounds at a comfortable listening level (~60 dB). In order to maintain wakefulness, they watched a self-selected movie without sound. Continuous MEG was registered from 157 channels (KIT, Japan), with three fiducial and two pre-auricular markers attached to participants’ heads. Prior to MEG acquisitions, markers were digitized with a Polhemus Fastrak Digitizer system, together with an approximation of their head shapes, registering an average of 1000 head-surface points outside the scanner. Fiducials and pre-auricular markers were co-registered inside the MEG before and after each experimental session in order to account for head movements and to enable M100-dipole modeling. MEG acquisition used a sampling frequency of 1000 Hz, an online 200-Hz low-pass together with a 33 Hz notch filter for the removal of ambient electric oscillations.

4.4. Data analysis

4.4.1. Behavioral

Statistical analyses were carried out with R, an open source programming language and environment for statistical computing (R Development Core Team, 2014). We used the lme4 package
post-stimulus onset on the basis of 32 channels in each hemisphere (16 anterior and 16 posterior). The number of channels was increased in order to improve the fit of the ECD solutions. Fitting was done as described in previous MEG studies (Obleser et al., 2004; Scharinger, Poe, & Idsardi, 2011) using the program MEGLAB (Kit, Japan). For each standard type in each hemisphere, this resulted in mean coordinates of the corresponding dipole, with x-values describing the medial–lateral axis, y-values the anterior–posterior axis, and z-values the superior–inferior axis. We conducted pairwise comparisons between mean coordinates in the medial–lateral axis using mixed-effects linear models with by-subject random intercepts.

Acknowledgments

We thank Jonathan Simon, Matt Winn, Ariane Rhone, Nina Kazanina, John Kingston and Ewan Dunbar for helpful discussions, and Max Ehrman, Jason Moser and Meghan Nelson for their help in data collection. We acknowledge Bob McMurray for allowing us to use the Klattworks synthesizer. The work was supported by the NIH grant 7ROIDC005660-07 and IGERT DGE-0801465 to the University of Maryland.

Appendix A. Supplementary material

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.bandl.2015.02.003.

References


4.4.2. MEG

MEG data were first cleaned from vibration and sensor-noise using the routines by de Cheveigné and Simon (2007, 2008) implemented in MATLAB (ver. 7.9, The Mathwork Inc.). Data were subsequently pre-processed using Fieldtrip (Oostenveld, Fries, Maris, & Schoffelen, 2011). The epochs of interest comprised a pre-stimulus baseline of 100 ms and a following 900 ms window. SQUID jump, muscle, and eye-related artifacts were determined using Fieldtrip routines. Trials with artifacts were rejected if any of the artifact detection algorithms exceeded threshold of 20 pT. This led to the exclusion of not more than 15% of standard or deviant trials. One participant was excluded from further analyses due to an extreme percentage (>50%) of rejected trials.

Epochs (~100 to 900 ms) were then filtered with a finite impulse response (FIR) low-pass filter of 20 Hz, and a high-pass filter of 0.5 Hz. Baseline correction was done by subtracting the mean amplitude of the pre-stimulus interval (~100 to 0 ms) from the epoch. Trials were averaged separately for the four standard and eight deviant types. The MMN time-window (150–250 ms) was determined from visual inspection of the deviant grand average waveform. Measured from deviance onset, this window corresponded to the typical time window of the MMN (Näätänen et al., 2007; Winkler, 2007). For subsequent analyses, we selected 5 channels from each of the four quadrants, left anterior, left posterior, right anterior, right posterior, at which absolute amplitudes were maximal for the 8 deviant conditions averaged together.

The main statistical analysis examined whether the mean amplitude of responses to across- and within-category deviants differed in the 150–250 ms time window. For this purpose, fricatives types 1–5 were averaged together, as for both sounds across and within-category deviants differed in category membership and acoustic distance to standards. Similarly, responses to fricatives types 6–8 were averaged together as for both sounds across and within-category deviants differed only in category membership.

4.4.3. M100 dipole fitting

Equivalent current dipoles (ECDs) were calculated for the M100 component of the standard stimuli. ECDs were not calculated for the MMN component. In contrast with the N1, which is commonly modeled by one generator per hemisphere (e.g., Näätänen & Alho, 1995a; Näätänen & Picton, 1987), the MMN is standardly assumed to have at least two different sources per hemisphere, an assumption that would be violated by a single-dipole analysis (Alho, 1995; Näätänen & Alho, 1995b). In addition, we only calculated dipole fits to standard sounds because their higher number guaranteed more reliable estimates due to a lower signal-to-noise ratio. The M100 was computed in a time window between 80 and 130 ms