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Abstract

This paper focuses on how phrasal prosody and function words may interact during early language acquisition. Experimental results show that infants have access to intermediate prosodic phrases (phonological phrases) during the first year of life, and use these to constrain lexical segmentation. These same intermediate prosodic phrases are used by adults to constrain on-line syntactic analysis. In addition, by two years of age infants can exploit function words to infer the syntactic category of unknown content words (nouns vs verbs) and guess their plausible meaning (object vs action). We speculate on how infants may build a partial syntactic structure by relying on both phonological phrase boundaries and function words, and present adult results that test the plausibility of this hypothesis. These results are tied together within a model of the architecture of the first stages of language processing, and their acquisition.
Infants acquiring language have to learn about the lexicon, the phonology, and the syntax of their native language. For each of these domains, being able to rely on knowledge from the other domains would simplify the learner’s task. For instance, since syntactic structure spells out the relationships between words in a sentence, it makes sense to assume that infants need to have access to words and their meanings in order to learn about syntax. Conversely, learning about the meaning of words would be greatly facilitated if infants had access to some aspects of syntactic structure (Gillette, Gleitman, Gleitman, & Lederer, 1999; Gleitman, 1990). These potential circularities can partially be solved if infants can learn some aspects of the structure of their language through a surface analysis of the speech input they are exposed to. Morgan and Demuth (1996) introduce the term phonological bootstrapping to express the idea that a purely phonological analysis of speech may give infants some information about the structure of their language.

In this paper, we focus on the very beginning of language acquisition, and consider processes that may happen during the first two years of life. More specifically, we discuss how infants may start building a lexicon, and how they may start acquiring rudiments of syntax, i.e. building the skeleton of a syntactic tree. In particular, we examine the role of two sources of information to which very young infants may plausibly have access: phrasal prosody and function words. The model in figure 1 summarizes our hypotheses about the architecture of the speech processing system and its acquisition.
One central feature of this processing model is the existence of a pre-lexical phonological representation containing information both on the phonetic content of the utterance, and on its prosodic structure (see fig. 1). This pre-lexical representation is computed from the speech signal and used for lexical access. Thus, one prediction of the model is that lexical access occurs within the domain of units defined by phrasal prosody, such as phonological phrases: The first section of this paper reviews experimental data showing that both infants and adults rely on phonological phrase boundaries to constrain online lexical access. Phrasal prosody, the rhythm and melody of speech, has long been known to be processed very early on by infants (see e.g. Mehler et al., 1988), and has often been assumed to provide them with information about some aspects of their mother tongue (see e.g. Christophe, Nespor, Guasti, & van Ooyen, 2003; Gleitman & Wanner, 1982; Morgan, 1986).
A second crucial aspect of the model is the special role played by function words (e.g. determiners, auxiliaries, prepositions, etc). They are represented within a special lexicon, that is built and accessed from the pre-lexical representation (paying special attention to prosodic edges) and that directly informs syntactic processing. Infants may be able to discover function words quite early in their acquisition of language because they are extremely frequent syllables that typically occur at prosodic edges (beginning or end depending on the language).

The second section reviews the literature on infants’ knowledge of function words, and presents experimental data showing that 2-year-olds are able to exploit function words to infer the syntactic category of unknown content words (and therefore constrain their meaning).

The top part of the model features syntactic analysis. We assume that it is fed by three types of information: The content word lexicon (trivially), the function word lexicon, and the prosodic structure (hence the direct arrow between the pre-lexical representation and syntactic processing). In the third section, we present experimental evidence showing that phonological phrase boundaries are directly used to constrain syntactic analysis, in adults. We also present evidence that even in the absence of information from the content word lexicon (using *jabberwocky*), function words and phrasal prosody allow adults to perform a first-pass syntactic analysis. This situation may well mimic infants’ speech processing at a stage of their development where they already have fair knowledge of both the phrasal prosody and function words of their native language, but are still faced with many unknown content words.

One last feature of the model is worth mentioning, the ‘function-word-stripping’ process, suggesting that recognition of a function word facilitates access to the immediately neighboring content word. This procedure was first proposed in Christophe et al. (1997) and has since then been confirmed both in adults (Christophe, Welby, Bernal, & Millotte, 2005) and in infants (Hallé, Durand, & de Boysson-Bardies, submitted, this issue; Shi & Gauthier,
Thus, Hallé and colleagues (this issue) showed that 11-month-olds French infants recognized known words when they were presented in the context of an appropriate function word (i.e. an article, as in “les chaussures”, *the shoes*), but not when they were presented in the context of a nonsense function word (e.g. “mã chaussures”, where /mã/ is a nonsense word). Shi and Gauthier (2005) showed that French-speaking 8-month-olds familiarized with an “article + noun” string (e.g. “des preuves”, *some evidence*) then chose to listen longer to the isolated noun (“preuves”, *evidence*), in contrast to when they were familiarized with a ‘nonsense item + noun’ string (e.g. “ké preuves”, where /ke/ is a nonsense item).

**Phonological Phrases Constrain On-line Lexical Access in Both Infants and Adults.**

The first main feature of the model presented in fig. 1 is the pre-lexical *phonological representation with prosodic structure*. Phrasal prosody is the pitch modulation and rhythmic variation of speech utterances. The two major prosodic units are intonational phrases and phonological phrases (Nespor & Vogel, 1986). Phonological phrases typically contain one or two content words together with the function words that are associated with them. For instance, the sentence “the little boy is running fast” contains 2 phonological phrases, as in [the little boy] [is running fast]¹. Phonological phrases tend to contain between 4 and 7

¹ In that example, the prosodic break corresponds to the main syntactic break, between the subject Noun Phrase and the Verb Phrase. This is not necessarily the case: for instance in [He was eating] [an enormous apple], the prosodic break falls within the Verb Phrase (between the Verb and its complement) and the major syntactic break (between the subject pronoun ‘he’ and the Verb Phrase) is not marked prosodically. The prosodic structure is thus
syllables, are typically marked by phrase-final lengthening and phrase-initial strengthening, and usually consist of one intonation contour with a potential pitch discontinuity at the boundary (see Christophe, Gout, Peperkamp, & Morgan, 2003; Shattuck-Hufnagel & Turk, 1996, for reviews).

If this pre-lexical phonological representation exists and is the basis for lexical access (as depicted on the model by the arrow between the pre-lexical representation and the content word lexicon), then we predict that whenever a prosodic boundary occurs in the pre-lexical representation, it corresponds to a word boundary. In other words, lexical access should operate within the domain of phonological phrases, and lexical candidates that straddle a phonological phrase boundary should never get activated. To test this hypothesis, we presented adults with sentences containing local lexical ambiguities, in French (Christophe, Peperkamp, Pallier, Block, & Mehler, 2004). We observed delayed lexical access when a local lexical ambiguity occurred within a phonological phrase (consistently with the literature, see e.g. McQueen, Norris, & Cutler, 1994). Thus, the string of words ‘[un chat grincheux]’ (a grumpy cat), containing the potential competitor word ‘chagrin’ (sorrow), was processed more slowly than ‘[un chat drogué]’ that contains no potential competitor (since no French words starts with ‘chad’).

clearly not identical to the syntactic structure, and prosodic units do not systematically correspond to syntactic constituents (e.g. [he was eating] is not a syntactic constituent in the above sentence). However, whenever a prosodic boundary is encountered in the signal, it does correspond to a syntactic boundary. It is in that sense that infants and adults may use the prosodic structure to make inferences about syntactic structure.
In contrast, when the lexical competitor straddled a phonological phrase boundary, there was no delay in lexical recognition. For instance, the processing of ‘[son grand chat] [grimpait aux arbres]’ (his big cat was climbing trees) that contains the potential competitor word ‘chagrin’, was not delayed relative to an unambiguous control. These results suggest that lexical access occurs within the domain of phonological phrases in adults. The result that prosodic structure influences lexical access had also been observed in other languages, with different experimental techniques (e.g. Davis, Marslen-Wilson, & Gaskell, 2002, for English; Salverda, Dahan, & McQueen, 2003; Shatzman & McQueen, 2006a; and Shatzman & McQueen, 2006b, for Dutch).

How about infants? Previous research has already shown that even newborn infants are able to discriminate bisyllabic strings that differ only in the presence or absence of a phonological phrase boundary (Christophe, Dupoux, Bertoncini, & Mehler, 1994), and that by 9 months of age, infants react to the disruption of phonological phrases (Gerken, Jusczyk, & Mandel, 1994; Jusczyk et al., 1992). This suggests that phonological phrases are perceived by infants in their first year of life. More directly, we exploited a variant of the conditioned head-turning technique that is equivalent to the word-monitoring task used in adults (Gout, Christophe, & Morgan, 2004). Infants were trained to turn their head for a given word, e.g. paper. A few days later, they came back and were exposed to whole sentences, some of which really contained the target word paper, as in [The college] [with the biggest paper forms] [is best], while others contain both syllables of the target word paper, separated by a phonological phrase boundary, as in [The butler] [with the highest pay] [per] [forms the most]. With this experimental technique, we observed that American 10 and 13-month-olds responded significantly more often to sentences containing paper than to sentences containing the two syllables pay] [per separated by a phonological phrase boundary. A control group of
infants trained to turn their head for the monosyllabic word *pay* showed the reverse pattern (acoustic analyses of the stimuli showed that the *pay* and *per* syllables in both sentence types differed only in their prosodic characteristics, duration, pitch and intensity). These results show that American infants as young as 10 months of age do exploit phonological phrase boundaries to constrain lexical access: they do not attempt to recognize a word that straddles a phonological phrase boundary (see also Johnson, 2003).

This experiment was replicated with French infants and sentences. We used a target word such as *balcon* (balcony). Test sentences either contained the target word *balcon*, such as [Ce grand *balcon*] [venait d’être détruit] (*this big balcony had only just been destroyed*), or contained both syllables of *balcon* separated by a phonological phrase boundary, as in [Ce grand *bal*] [con*scarera leur union] (*this great ball will consecrate their union*). Just as with American infants, we observed that French 16-month-olds trained to turn their head for *balcon* responded more often to *balcon*-sentences than to *bal]*[con*-sentences, while infants trained to turn their head for the monosyllabic word *bal* showed the reverse pattern² (see Figure 2:)

² French infants succeed in the word-detection task later than American infants. They find it hard to find words in the middle of long sentences before the age of 13-14 months (which makes it hard to test their ability to exploit phonological phrase boundaries per se). This delay of French infants in word-finding tasks has also been observed with other experimental techniques (Gout, 2001) and in other laboratories (Nazzi, Iakimova, Bertoncini, Frédonie, & Alcantara, 2006).
These results show that both adults and infants access their lexicon from a pre-lexical representation that contains some information about prosodic structure. In other words, prosodic structure is computed on-line as the speech signal unfolds, and lexical access occurs within the domain of phonological phrases (as represented in the model in fig. 1). It so happens that phonological phrases occur in all of the world’s language, and are marked with similar cues in all the languages that have been studied so far. Thus, phrase-final lengthening has been observed in many unrelated languages (e.g. Barbosa, 2002 for Brazilian Portuguese; de Pijper & Sanderman, 1994, for Dutch; Fisher & Tokura, 1996, for Japanese; Rietveld, 1980, for French; Wightman, Shattuck-Hufnagel, Ostendorf, & Price, 1992, for English) as well as phrase-initial strengthening (e.g. Cho & Keating, 2001 for Korean; Fougeron, 2001 for French; Keating, Cho, Fougeron, & Hsu, 2003 for Korean, Taiwanese, French and English). It is thus very possible that relying on phonological phrase boundaries to constrain lexical access and syntactic processing is a universal procedure that is used in all languages.\(^3\)

\(^3\) Note however that even if the cues used to mark phonological phrases are universal, infants may still have to learn a lot about the phonology of their native language before they...
Using Function Words to Infer Words’ Syntactic Categories.

The second crucial feature of the processing model presented in figure 1 is the special role of function words. Function words and morphemes are extremely frequent items, often short (monosyllabic), which tend to occur at the borders of prosodic units (Shi, Morgan, & Alloppenna, 1998). Infants could thus compile a list of the syllables that occur at the beginnings and ends of prosodic units, store the most frequent ones in a separate list, and subsequently identify these syllables as closed-class items when encountered at the borders of a prosodic unit. In favor of this hypothesis, several experiments showed that infants around their first birthday already possess some knowledge of the function words of their language (Hallé et al., submitted, this issue; Shady, 1996; Shafer, Shucard, Shucard, & Gerken, 1998; Shi, Werker, & Cutler, 2006).

Identifying a list of functional items would not be sufficient for infants to start doing even a rough syntactic analysis: to that end, infants would need, in addition, to identify categories of function words, such as determiners (signaling nouns) and pronouns (signaling verbs). A recent experiment by Höhle, Weissenborn and colleagues suggests that German infants around 16 months of age may already be able to identify the category determiners can exploit them. For instance, duration is a strong cue to phrasal prosody; however duration is also used to convey differences between phonemes, in some languages. Thus, when a given segment is lengthened, infants have to find ways to figure out whether this is due to its position within the prosodic structure (e.g. unit-final), or whether it is an intrinsic feature of that segment (e.g. it is a long vowel or consonant).
(Höhle, Weissenborn, Kiefer, Schulz, & Schmitz, 2004). In this experiment, infants familiarized with a nonsense word in the context of a determiner (e.g. “das Pronk”, the pronk) listened longer to sentences where this nonsense word occupied the position of a verb, than to sentences where it appeared as a noun (thus showing a significant novelty preference). The same effect was not obtained for nonsense verbs. In another recent experiment, Kedar, Casasola & Lust (2006) showed that 18- and 24-month-old American infants were better at identifying a known noun depending on whether it was preceded by a correct function word (the) or an inappropriate one (and, as in Look at and ball!, see also Gerken & McIntosh, 1993; Zangl & Fernald, in press).

These results suggest that infants within their second year of life are already figuring out what the categories of functional items are in their language. The next step for them is to exploit the function words to infer the syntactic categories of neighbouring content words. Recent computational work shows that an uninformed analysis of child-directed speech can yield remarkably good content word categorization, by relying on function words (Chemla, Mintz, Bernal, & Christophe, in press; Mintz, 2003). To experimentally test infants’ ability to categorize content words, we exploited the fact that nouns tend to map to objects, while verbs tend to map to actions. We used a word-learning task in which 23-month-old French infants were presented with one object (e.g., an apple) undergoing an action (e.g., spinning). Infants in the Verb condition were taught a novel verb, within sentences that contained only function words and attention-getters, e.g., “Regarde, elle dase!” (Look, it is dazzling). In a similar situation, adults would infer that the new word, ‘dase’, is a verb and refers to the action. Infants’ comprehension was tested by showing them two pictures of the now-familiar object (e.g., the apple), one with an action matching that of the familiarization phase (e.g., spinning); and the other with a novel action (e.g., bouncing). Infants were asked to point in response to a
question containing the novel word (‘Montre-moi celle qui dase!’ Show me the one that’s dazzling).

The results show that 23-month-olds who were taught a new verb point more often to the familiar action (e.g. apple spinning) than to the new one (apple bouncing, see figure 3). Even though this behavior is consistent with our hypothesis that they interpreted the novel word as a verb and therefore inferred that it referred to the action, an alternative interpretation cannot be ruled out. In particular, infants may have ignored the syntactic structure information, and may have mapped the new word to spinning apple. Or, they may have mapped it to apple, and when given the choice between two apples in test, they may have chosen the spinning one on the grounds that it was more likely to be ‘the same one as before’.

To invalidate this alternative interpretation, we ran a control group of infants: they were taught a novel noun on the same visual scenes, e.g. “Regarde la dase!” (Look at the dazz). Crucially, the sentences used in the Noun and the Verb condition differed minimally, and only by their function words (elle vs la in the example given). Infants in the Noun group were asked to point to the ‘dase’ during test (‘Montre-moi la dase!’; Show me the dazz!). In a similar situation, adults would infer that the new word, ‘dase’ refers to the object, and therefore the question is stupid (two identical objects are presented, both are ‘dase’). However, if infants in the experimental group chose the spinning apple because it was more likely to be ‘the same one as before’, then infants from the control group should exhibit the exact same behavior. In sharp contrast, we observed that infants from the control group pointed significantly more often to the novel action than to the familiar one. The interaction between the type of action (familiar/novel) and the experimental condition (experimental/control) was highly significant. The difference in behavior between groups of infants can only come from their processing of the linguistic stimuli during the familiarization phase.
These results show that 23-month-old infants are able to use function words to perform a syntactic analysis of short sentences, and infer the syntactic category of unknown content words. In addition, they exploit this knowledge to constrain the possible meanings of these new words (in our case, verb = action -- previous work had already shown that infants were able to map new nouns to objects, see e.g. Waxman & Booth, 2001).

**Syntactic Analysis is Supported by Phrasal Prosody and Function Words.**

As we mentioned in the introduction, phonological phrase boundaries always coincide with the boundaries of syntactic constituents. As a result, it would make sense for both infants
and adults to exploit phonological phrase boundaries to constrain their on-line syntactic analysis. To test this hypothesis, we created temporarily ambiguous sentences in French, exploiting the fact that two homophones can belong to different syntactic categories (e.g. a verb and an adjective), as in:

Adjective sentence: "[le petit chien mort]..." - "[the little dead dog]..."

Verb sentence: "[le petit chien] [mord... ]" - "[the little dog] [bites...]"

These sentences were cut just after the ambiguous word and presented to French adults in a completion task, in which participants listened to the beginnings of ambiguous sentences and completed them in writing. We observed that French adults distinguished between two sentence beginnings that differed only syntactically and prosodically (Millotte, Wales, & Christophe, in press). Before they had access to the disambiguating information, adults gave more adjective responses to adjective sentences than to verb sentences, and vice-versa for verb responses (see figure 4). These results were replicated with an on-line word detection task in which adults had to respond to words specified with their syntactic category (see next experiment for a more detailed description of the task, Millotte, René, Wales, & Christophe, in revision).
These results demonstrate that adults exploit phonological phrase boundaries to constrain their on-line syntactic analysis. They lend support to our hypothesis that information about phrasal prosody directly informs syntactic processing (represented on the model in fig.1 by the direct arrow between the prelexical representation and syntactic processing). The model puts forward the hypothesis that infants may compute a preliminary syntactic structure by relying both on prosodic boundaries and function words: prosodic boundaries would give syntactic constituent boundaries, while function words would allow infants to label these constituents. To spell out the example from the model, in the sentence \([\text{The little boy}] \ [\text{is running fast}]\), brackets are given by phrasal prosody. The first unit would be identified as a Noun Phrase because it starts with the determiner \textit{the}, while the second unit would be identified as a Verb Phrase because it starts with the auxiliary \textit{is}. Infants might thus hear this sentence as \([\text{The XXX}]_{NP} \ [\text{is XXX}]_{VP}\), where brackets are given by prosody, and labels by the function words \textit{the} and \textit{is}.

To test the plausibility of this hypothesis, we presented adult participants with \textit{jabberwocky} sentences, where function words and prosodic information were preserved, but all content words were replaced by non-words (Millotte, Bernal, Dupoux, & Christophe, submitted). In that way, we simulated the situation of an 18-month-old infant, who may have access to prosodic boundaries and function words, but does not know many content words yet. We created two experimental conditions, one where the target word was immediately preceded by a function word that gave its category (determiner for nouns, pronoun for verbs), and another one where the target word was not immediately preceded by a function word, and a more complex analysis was needed. Instances of experimental sentences are presented below.
(where ‘pirdale’ is the target word, the French gloss and its English translation are provided below each example):

- “Adjacent function word” condition:

**Verb sentence:** “[Elle pirdale] [tru les sbimes] [de grabifouner]”
(“[Elle promet] [toutes les semaines] [de téléphoner]” / *She promises every week to phone*)

**Noun sentence:** “[Un pirdale] [ga tachin proquire]”
(“[Un cadeau] [fait toujours plaisir]” / *A gift always gives pleasure*)

- “Function word and Prosody” condition:

**Verb sentence:** “[Un gouminet] [pirdale tigou] [d’aigo soujer]”
(“[Un étudiant] [promet toujours] [d’être sérieux]” / *A student always promises to be serious*)

**Noun sentence:** “[Un gouminet pirdale] [agoche mon atrulon]”
(“[Un incroyable cadeau] [attire mon attention]” / *An incredible gift draws my attention*)

French adults performed an abstract word detection task, in which targets were specified with their syntactic category. Thus, verb targets were presented in infinitive form (e.g. ‘pirdaler’ / *to pirdale*) and participants were told that they had to respond to the word whatever its surface form (e.g. past, future, singular or plural subject). Noun targets were specified as ‘article + noun’ (e.g. ‘un pirdale’, *a pirdale*). Whenever participants were presented with a verb target, they had to respond to sentences containing verb targets, and refrain from responding to sentences containing noun targets (and vice-versa for the detection of a noun target).
Figure 5: results from an abstract word detection experiment with Jabberwocky sentences: subjects correctly identified the syntactic category of an unknown content word that was immediately preceded by a function word (left-hand half of the figure); in contrast, when there was an intervening content non-word, subjects succeeded only in the verb condition, when the to-be-categorized non-word was immediately preceded by a phonological phrase boundary (figure adapted from Millotte et al., submitted).

The results, presented in fig. 5, indicate that participants were perfectly able to use the presence of a function word to infer the syntactic category of the following nonsense content word (“adjacent function word” condition). In more than 90% of the cases, a non-word preceded by an article was interpreted as a noun, whereas it was considered to be a verb when preceded by a pronoun (this was true even though the crucial function word was not systematically positioned sentence-initially, or even phonological-phrase-initially). In the second experimental condition, “function word and prosody”, performance was excellent for verb sentences (90% correct responses), where a prosodic boundary was placed just before the target word. In contrast, performance in noun sentences was at chance (50%), which may in part be due to the fact that the relevant information, the prosodic boundary, occurred after the target word rather than before it.

Thus, in this experiment, function words and prosodic boundaries allowed listeners to start building a syntactic structure for spoken sentences, even in the absence of any information about the content words themselves (neither their meaning nor their syntactic
category could be retrieved from the lexicon). French adults used phonological phrase boundaries to define syntactic boundaries; they used function words to label these syntactic constituents (noun phrase, verb phrase) and infer the syntactic category of target words. Young infants in their second year of life, who do not yet know many content words, but may well have access to function words and prosodic boundaries, may thus also be able to perform this kind of syntactic analysis.

**Conclusion.**

To summarize, we propose that infants could bootstrap their lexical and syntactic acquisition by paying attention to two specific sources of information that can be available early on, without much knowledge of their native language: Phrasal prosody and function words. We reviewed experimental results showing that both infants and adults exploit prosodic boundary information on-line to constrain lexical access (part 1, Christophe et al., 2004; Gout et al., 2004; Millotte, 2005; Salverda et al., 2003; Shatzman & McQueen, 2006a). Regarding function words, we reviewed experimental data showing both that young infants already have some knowledge of the functional items of their native language around one year of age (Hallé et al., submitted; Shady, 1996; Shafer et al., 1998; Shi, 2005), and that they start to exploit them to infer something about the syntactic category of adjoining content words and their meaning in their second year of life (part 2, Bernal et al., in press; see also Fisher, Klingler, & Song, 2006; Höhle et al., 2004).

Finally, we propose that both infants and adults could perform a first-pass syntactic analysis of incoming speech by putting together these two pieces of information, function words and phrasal prosody: prosodic boundaries would give syntactic constituent boundaries, while function words would help label these constituents. This hypothesis was supported by
the results of adult experiments using either locally ambiguous or jabberwocky sentences (see part 3, Millotte et al., submitted; Millotte et al., in revision; Millotte et al., in press). In adults, this first-pass syntactic analysis may allow listeners to make on-line guesses as to the syntactic category of upcoming content words, and therefore accelerate lexical access and reduce ambiguity. In infants, this first-pass analysis may be all they initially have to constrain their acquisition of the meaning of unknown lexical items. In fact, infants of about 18 months of age may well be in a situation similar to that of adults listening to jabberwocky sentences: they may already be able to perform an adequate analysis of phrasal prosody, may know a lot about the (most frequent) function words of their language, but would not yet know many of its content words. Future work should explicitly test how well infants in their second year of life are able to integrate function words and phrasal prosody, as well as extend the existing results to more typologically-varied languages.
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