Contrasting intrusion profiles for agreement and anaphora: Experimental and modeling evidence.
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Abstract

We investigated the relationship between linguistic representation and memory access by comparing the processing of two linguistic dependencies that require comprehenders to check that the subject of the current clause has the correct morphological features: subject-verb agreement and reflexive anaphors in English. In two eye-tracking experiments we examined the impact of structurally illicit noun phrases on the computation of reflexive and subject-verb agreement. Experiment 1 directly compared the two dependencies within participants. Results show a clear difference in the intrusion profile associated with each dependency: agreement resolution displays clear intrusion effects in comprehension (as found by Pearlmutter, Garnsey & Bock 1999; Wagers, Lau & Phillips 2009), but reflexives show no such intrusion effect from illicit antecedents (Sturt 2003; Xiang, Dillon & Phillips 2009). Experiment 2 replicated the lack of intrusion for reflexives, confirming the reliability of the pattern and examining a wider range of feature combinations. In addition, we present modeling evidence that suggests that the reflexive results are best captured by a memory retrieval mechanism that uses primarily syntactic information to guide retrievals for the anaphor’s antecedent, in contrast to the mixed morphological and syntactic cues used resolve subject-verb agreement dependencies. Despite the fact that agreement and reflexive dependencies are subject to a similar morphological agreement constraint, in online processing comprehenders appear to implement this constraint in qualitatively distinct ways for the two dependencies.

Keywords:
agreement; reflexives; sentence processing; memory retrieval; ACT-R
Introduction

Language comprehension clearly relies on working memory systems to construct the relationships between words and phrases that allow comprehenders to understand sentences and discourses. Long-distance dependencies—linguistic relationships that can span a large amount of intervening material—have long been a focus of research into the nature of these memory systems (e.g., Chomsky & Miller, 1963; Gibson 1998; Lewis & Vasishth 2005; Yngve, 1960). In order to gain insight into the memory systems that support sentence comprehension, researchers have generally focused on linguistic configurations that are difficult or error-prone. In recent years, research in this tradition has provided an increasing amount of experimental support for a content-addressable memory system as a crucial component of the parser (McElree, 2000; McElree, Foraker & Dyer, 2003). The defining characteristic of a content-addressable memory architecture is that it allows direct access to memory representations whose content matches a set of retrieval cues. Because this retrieval mechanism does not need to search through irrelevant representations, this architecture predicts that the time course of memory access should be constant across different dependency lengths. McElree (2000) and McElree et al (2003) showed that memory retrieval for a number of linguistic dependencies had this property (see also Foraker & McElree 2008; Martin & McElree 2008, 2009). In such an architecture, however, memory access may be impeded if multiple representations match the retrieval cues. Thus an additional source of experimental support for this memory access mechanism comes from the predictions that it makes about interference effects in memory retrieval (Lewis & Vasishth, 2005; Lewis, Vasishth & Van Dyke 2006; Van Dyke, 2007; Vasishth, Brüssow, Drenhaus & Lewis, 2008).

More generally this line of work has been taken to support the claim that a single set of general principles governs memory retrieval in sentence processing tasks (Lewis et al, 2006). In
particular, this view suggests that a single, direct-access retrieval mechanism is used for processing linguistic relations as diverse as subject-verb agreement, filler-gap processing, licensing of negative-polarity items (NPIs), verb-phrase ellipsis, and referential processing (Foraker & McElree 2007; Lewis & Vasishth 2005; Lewis et al 2006; Martin & McElree 2008, 2009; McElree et al 2003; Wagers, Lau & Phillips 2009; Vasishth et al 2008). However, in order to understand how such a mechanism can accomplish the task of sentence comprehension, it is necessary to specify the retrieval cues used to access linguistic memory. Thus a major question for cue-based parsing models concerns the nature of the cues used and how they are combined at retrieval (see discussion in Van Dyke & McElree, 2011). This question is especially relevant when one considers the range of linguistic dependencies listed above, each of which is associated with its own grammatical and interpretive constraints that may restrict memory retrieval. In light of this variation, an important question concerns the relationship between the grammatical constraints associated with a given dependency and the cues that are used to guide memory retrievals associated with that dependency. One possible answer to this question is that there is a simple mapping between overt linguistic features and retrieval cues: all features associated with a dependency are deployed as retrieval cues for the purposes of parsing-related memory retrievals. For example, in English there is a strong correlation between the verb’s features and the features of its subject, and so morphological features would provide effective retrieval cues if the subject is to be retrieved for integration with the verb (Wagers 2008; Wagers et al 2009; Vasishth et al 2008). If this simply reflects the correlation between the overt morphological features of the verb and the features of the target subject, then any linguistic dependencies with superficially identical agreement constraints should behave similarly. On this account, both English subject-verb agreement and reflexive-antecedent dependencies should use morphological
features as retrieval cues, as they both require agreement between elements in the dependency: for example, *the boys were angry* and *the boys hit themselves* are grammatical, but *the boys was angry* and *the boys hit himself* are ungrammatical. A similar view is endorsed by models in which the overall usefulness of a cue determines its use in parsing, perhaps in proportion to its overall frequency or its reliability in the language in question (MacWhinney & Bates 1989).

However, an alternative view is that retrieval cues for parsing-related retrievals reflect the grammatical organization of the dependencies being processed. This view suggests that overt correlations between agreement features are not sufficient for morphological features to be used as retrieval cues. Instead, retrievals that support the formation of long-distance dependencies may use retrieval cues that mirror the grammatical constraints on the dependency. For example, although subject-verb agreement and reflexive-antecedent agreement both require morphological feature concord, the source of this agreement constraint is arguably different for the two dependencies. For reflexive-antecedent relations, agreement reflects a referential dependency between two noun phrases (Baker, 2008; Kratzer, 2009), while subject-verb agreement is a formal morphosyntactic mechanism for indexing participants in an event (for discussion, see Corbett 2006). These differences in the source of the agreement relation appear to correlate with differences in grammatical behavior (Baker, 2008). On these models, one might expect agreement features not to be used as cues for retrievals that construct the reflexive binding dependency, as these features are not directly implicated in the binding relation. On the other hand, agreement dependencies are by definition grammatical dependencies between the morphosyntactic feature content on two elements in a parse, and so on this view it is natural to implement these constraints as retrieval cues in a cue-based parsing architecture. It is worth noting that models that posit distinct retrieval mechanisms for different linguistic dependencies
(Phillips, Wagers & Lau, 2008; Dillon, 2011) predict that distinct grammatical dependencies should show distinct patterns of sensitivity to different linguistic features at the point of retrieval.

In the present study, we ask whether the use of morphological agreement features in retrieval reflects a correlation between the overt features of two elements in a dependency, or if the grammatical nature of a dependency determines the use of agreement cues to retrieval. To this end, we contrast the processing of reflexive-antecedent and subject-verb agreement dependencies in English. The important feature of these dependencies is that they both require retrieval of the local subject, and they both require the local subject to carry the same agreement features as the dependent element (the agreeing verb or reflexive). If the retrieval operations engaged by these two dependencies show identical interference profiles, then this supports a simple mapping from surface linguistic features to retrieval cues. Chen, Jaeger, and Vasishth (2011) and Patil, Lewis, and Vasishth (2011) advocate this view, arguing from studies of English and Chinese reflexives that these anaphors use agreement feature cues to retrieval in just the same way that subject-verb agreement does, resulting in retrieval interference. On the other hand, if the use of agreement features in retrieval is a function of linguistic dependency, then we do not expect subject-verb agreement and reflexive-antecedent dependencies to recruit agreement features as retrieval cues in the same fashion.

Intrusion effects

In order to evaluate whether particular linguistic features are used as retrieval cues, a natural place to look is for interference effects at the point of the hypothesized memory retrieval. In a content-addressable architecture, if a stored memory representation contains features that
overlap with the retrieval cues, then it resonates with those features and may be made available for further processing. When multiple memories match the retrieval cues, then retrieval interference results. This sort of similarity-based interference has been observed for a range of linguistic dependencies, such as subject-verb integration (Gordon, Hendrick & Johnson 2001, 2004, 2006; Gordon, Johnson & Hendrick 2002; Van Dyke 2007; Van Dyke & Lewis 2003) and filler-gap relations (Van Dyke & McElree 2006).

Although interference often manifests itself as processing difficulty (similarity-based interference), in other cases it appears that interference results in processing facilitation (intrusion). There are two linguistic dependencies where this has been observed to date: subject-verb agreement and negative polarity item (NPI) processing (Clifton, Frazier & Deevy, 1999; Drenhaus, Frisch & Saddy, 2005; Pearlmutter et al, 1999; Vasishth et al, 2008; Wagers et al, 2009; Xiang et al, 2009). Across these studies, facilitation is seen in ungrammatical sentences that have syntactically illicit feature-matched elements. This facilitation is sometimes understood as reflecting a retrieval error that makes an ungrammatical sentence appear well-formed, and so facilitatory interference effects have been referred to as illusions of grammaticality (Phillips, Wagers & Lau, 2011). As noted by Vasishth et al (2008) and Wagers et al (2009), intrusion effects in comprehension are an important prediction of content-addressable memory architectures. In particular, these facilitatory effects provide relatively direct evidence that comprehenders retrieve and consider structurally illicit elements during the course of processing long-distance dependencies.

Intrusion effects for subject-verb agreement are the comprehension analog of the well-known agreement attraction effect in production, which has been noted by a wide range of researchers (e.g., Bock & Miller, 1991; Solomon & Pearlmutter, 2004; Vigliocco & Nicol, 1998;
Vigliocco, Butterworth & Garrett, 1996; for grammatical treatments, see den Dikken, 2001; Kayne, 1989; Kimball & Aissen, 1971). Agreement attraction occurs when the morphological features of a noun other than the local subject appear to control verbal agreement. For example, Bock and Miller (1991) presented participants with sentence fragments such as *the key to the cabinet(s).* They observed that when the distractor noun cabinet was plural, there was a marked increase in the probability that participants would produce a plural verb form (i.e. were), relative to conditions where the distractor was singular. The agreement attraction effect has been shown to obtain in a range of environments and across a range of different types of distractor noun (see Eberhard, Cutting & Bock, 2005 for a review).

The impact of syntactically illicit noun phrases on the computation of agreement is also observed in comprehension measures (Clifton et al, 1999; Pearlmutter et al, 1999; Wagers et al, 2009). Across a number of studies, a clear generalization about the comprehension profile of agreement intrusion has emerged. For instance, Wagers, Lau & Phillips (2009) employed self-paced reading to investigate the processing of grammatical and ungrammatical agreement dependencies. They examined sentences of the form in (1):

(1)   a. The key to the cabinet(s) unsurprisingly was rusty from years of disuse.  
       b. *The key to the cabinet(s) unsurprisingly were rusty from years of disuse.

They consistently found no difference in the grammatical conditions in (1a). However, in the ungrammatical conditions in (1b), a plural distractor NP led to faster reading times at the critical verb, relative to an ungrammatical condition without a distractor. In other words, having a syntactically illicit, but feature-matched NP led to processing facilitation in these sentences. This illusion of grammaticality is robustly observed under different methodologies and syntactic configurations. Pearlmutter and colleagues (1999) reliably found this effect across a number of experiments with both self-paced reading and eye-tracking measures. Wagers and colleagues
(2009) found that these effects were not limited to cases of linearly intervening distractor NPs (as noted by Bock & Miller, 1991; Staub, 2010), and also found the intrusion effect in acceptability judgment measures. Additionally, Wagers and colleagues failed to find a difference between the grammatical conditions in (1a), a finding that stands in contrast to Pearlmutter et al (1999), who found that plural distractor nouns in (1a) led to increased reading times.

Wagers and colleagues argued that cue-based retrieval interference was responsible for the intrusion effects in their study. In particular they proposed that when the distractor noun had the morphological features needed to license the verb, it was occasionally erroneously retrieved due to the overlap with the morphological retrieval cues. Because of the incorrect retrieval of the distractor NP, comprehenders sometimes perceived the incorrect agreement to be grammatical, leading to faster processing and higher rates of acceptance for plural distractor noun conditions in (1b), compared to singular distractor noun conditions. The most compelling piece of evidence for this, according to these authors, is the grammatical asymmetry prediction of the retrieval account. This prediction follows from the fact that the grammatical conditions contain a perfectly feature-matched target NP (the subject head noun), and it is less likely that a partially matching distractor should be retrieved in the context of a target that perfectly matches the verb’s retrieval cues. Wagers and colleagues argued that if agreement attraction effects in comprehension were instead due to a faulty encoding of the target subject’s number feature (Eberhard et al, 2005), then the effect of a distractor noun should be symmetrical, leading both to misperception of grammaticality in ungrammatical sentences, and to misperception of ungrammaticality in grammatical sentences. Since Wagers and colleagues consistently failed to find illusions of ungrammaticality, they argued that this supports the retrieval-based account of intrusion effects in agreement comprehension.
The limits of intrusion in comprehension

Although intrusion effects in agreement comprehension provide evidence for the use of agreement features as retrieval cues, there are relatively few clear cases of intrusion effects in comprehension. For example, studies that have examined reflexive processing have failed to find evidence for any such intrusion effect. A number of authors have argued that this pattern suggests that syntactic structure provides a hard constraint on the nouns that are initially considered for participation in a reflexive dependency; in other words, these results suggest that only syntactic cues are used to retrieve the target antecedent (Clackson et al, 2011; Clifton et al, 1999; Nicol & Swinney, 1989; Sturt, 2003; Xiang et al, 2009; but cf. Badecker & Straub 2002).

For example, Sturt (2003) used eye-tracking to determine whether a morphological feature match with structurally illicit antecedents influenced the construction of the antecedent-reflexive dependency. He examined two types of mini-discourse, one of which is shown in (2). In these materials the gender-biased nouns (e.g., the surgeon) lead comprehenders to commit to the gender of the subject (Osterhout, Bersick, & McLaughlin, 1997), causing a temporary anomaly (marked here with #) when the local subject’s stereotypical gender mismatches the morphological features of the reflexive.

(2) Jonathan was pretty worried at the City Hospital.
   a. The surgeon who treated Jonathan had pricked himself with a needle.
   b. #The surgeon who treated Jonathan had pricked herself with a needle.
   Jennifer was pretty worried at the City hospital.
   c. The surgeon who treated Jennifer had pricked himself with a needle.
   d. #The surgeon who treated Jennifer had pricked herself with a needle.

Across two experiments, Sturt failed to find evidence for an intrusion effect. In almost all
measures and configurations, comprehenders were sensitive only to the feature match between the reflexive and the appropriate local subject. The one exception to this generalization was an effect of the illicit antecedent observed in re-reading times in Sturt’s Experiment 1. In this measure, a feature-matched illicit antecedent was associated with faster reading times than an unmatched antecedent at the reflexive in grammatical environments. However, this effect did not replicate in his Experiment 2, and the direction of the numerical trend was reversed. The lack of intrusion for reflexives in similar stimuli was replicated by Xiang, Dillon and Phillips (2009) using event-related potentials (ERPs).

The present study

The apparently contrasting processing profiles of agreement and reflexives is valuable for evaluating the relationship between linguistic constraints and retrieval cues. However, it is difficult to compare the intrusion profiles of agreement and reflexive retrievals based on the studies reported above. To date, there has not yet been a direct comparison between the two dependencies. Thus any comparison based on existing data necessarily draws inferences across different experimental designs and methodologies (see, e.g., Clifton et al 1999). One difficulty with such a comparison is that the reliability of the results on reflexive processing has been called into question by a number of researchers who cite concerns both with the reliability of existing results and their interpretations (Badecker & Straub, 2002; Chen & Vasishth, 2011; Chen et al, 2011; Patil et al, 2011). In addition, there are systematic differences between the previous experimental studies of agreement and reflexive dependencies that could be responsible for the observed distinction in intrusion profiles. For instance, the distractor NP in most studies
of verb agreement attraction is embedded inside a PP modifier of the subject noun, whereas the distractor NP in studies of reflexive processing is typically embedded inside a restrictive relative clause (RC). Likewise, studies of agreement have focused on number intrusion, whereas studies of reflexive processing have tested the impact of gender. It may be that these different features have qualitatively different representations, or that they are differentially attended to during the processing of long-distance dependencies (see, e.g., Barber & Carreiras, 2005; Carminati, 2005; Nevins, Dillon, Malhotra & Phillips, 2007). Due to these systematic differences in past studies, existing evidence for contrasting intrusion profiles between agreement and reflexives must be treated with caution. To address this, we used eye-tracking to observe the processing of agreement and reflexives in interfering environments, while controlling for differences in syntactic environment and the morphological content of the distractor noun.

**Experiment 1**

In order to investigate any potential contrast in intrusion profiles between reflexives and agreement, Experiment 1 made a within-subjects comparison of subject-verb agreement and reflexive licensing in English using eye-tracking. For both dependencies the question is whether syntactically illicit, feature-matched noun phrases impact the formation of the dependency at the point of retrieval of the local subject. This retrieval is triggered at the inflected verb in subject-verb agreement dependencies, and at the reflexive anaphor for reflexive-antecedent dependencies. Of particular interest is whether or not the intrusion profile commonly observed for agreement also obtains for reflexives. If so, then we should observe an illusion of grammaticality effect for reflexives: ungrammatical sentences with feature-matched distractors
should be easier to process than ungrammatical sentences without a feature-matched distractor, as reflected in faster reading times or fewer regressions.

In order to facilitate the comparison between agreement and reflexives, we controlled factors that have varied across previous studies of the two dependencies. The first such factor is the syntactic environment of the distractor. In all conditions the distractor was embedded inside a subject relative clause, rather than the PP modifier that has been used in most previous agreement intrusion studies. The second factor that was matched was the morphological feature manipulation on the distractor noun. Because English verbal morphology only marks contrasts in number we tested the impact of matching number features on the formation of reflexive dependencies. The subject noun phrase was held constant across all conditions, differing only in the morphological features of the distractor NP.

Participants

40 members of the University of Maryland community participated in Experiment 1 (24 females, mean age 21.9). Participants gave informed consent, and were either paid $10 for their participation or received course credit. The experimental session, including set-up and calibration, lasted approximately one hour.

Stimuli

Two experimental factors were manipulated in a parallel fashion within each of the two dependencies: grammaticality and intrusion. Grammaticality was manipulated by varying the number feature of the agreeing verb or reflexive. The agreeing element was singular in the grammatical conditions, and plural in the ungrammatical conditions. Likewise, intrusion was
manipulated by varying the number of the distractor NP. Based on previous findings (Bock & Miller 1991; Pearlmutter et al 1999; Eberhard et al 2005; Wagers et al 2009), singular distractor nouns were predicted to cause no intrusion, whereas plural embedded nouns were potential sources of intrusion. The head noun was always singular. These factors were fully crossed within each dependency.

Forty-eight item sets of the form shown in Tables 1 and 2 were constructed. For agreement and reflexive dependencies alike the subject noun phrase was held constant. In all cases the subject head noun (NP1) was modified by a subject relative clause that contained the distractor noun (NP2). In order to ensure that the overt gender marking in singular reflexives did not provide additional cues to antecedent identity above and beyond the contributions of number and syntactic position, the two nouns in each item set were chosen to have a similar gender bias, based in part on the norms in Kennison & Trofe (2003). 24 item sets contained a pair of male-biased nouns (as in Tables 1 and 2), and the remaining 24 contained a pair of female-biased nouns (e.g., The legendary diva who sang with the graceful harpist). In order to avoid biases from additional agreeing elements in the sentence, the verb inside the relative clause never overtly expressed agreement, and neither did the main clause verb used in the reflexive conditions. For all conditions, the subject noun phrase was followed by an adverbial that signaled the end of the relative clause.

[INSERT TABLE 1 HERE]

[INSERT TABLE 2 HERE]
In the agreement conditions the main verb was always a present tense agreeing form of *be* (*was* or *were*), followed by a predicative adjective and a four-word spillover region. For reflexives the main verb was always a non-agreeing, past tense verb that was followed immediately by a direct object reflexive. When the reflexive was singular it matched the gender bias of the two nouns in the sentence: thus, 24 items contained *himself*, and the remaining 24 items contained *herself*. As in the agreement conditions, the reflexive was followed by a four-word spillover region.

The 48 target items were mixed with 152 fillers, for a total of 200 sentences. In addition to the 24 ungrammatical target items, there were 12 unrelated ungrammatical fillers (containing an illicit NPI dependency), yielding an overall grammatical-to-ungrammatical ratio of 4.6:1. Half of the target items and half of the fillers were followed by a comprehension question. Across items, comprehension questions addressed various parts of the sentence; this was done in order to prevent participants from adopting superficial reading strategies that extracted the information needed to answer the comprehension questions without fully comprehending the sentence. The entire set of experimental stimuli can be found at [http://blogs.umass.edu/bwdillon](http://blogs.umass.edu/bwdillon).

**Offline judgments**

One concern with investigating the effect of number mismatch on reflexive dependencies in English is that plural reflexives for singular antecedents are sometimes tolerated in situations where the speaker does not wish to commit to a particular gender for the antecedent. Many speakers report that sentences such as *the student hurt themselves during lunch break* may be acceptable in a colloquial register, but this effect appears to be subject to significant dialectal variation, and appears to be more widely accepted among younger speakers. However, for nouns
that overtly signal the referent’s gender, this option is much less commonly accepted, as in *the girl hurt themselves during lunch break. In order to test whether the number mismatch in the present materials was reliably rejected by our target population, an offline judgment study was conducted with the 48 items from Experiment 1. These 48 target items were mixed with 100 fillers, and the materials were balanced so that across the experiment half of the sentences were ungrammatical. The anomalies in the fillers comprised a variety of different grammatical errors, including unlicensed NPIs and unlicensed verbal morphology (e.g. *will eating). 12 naïve participants were asked to judge the acceptability of the sentences they read on a 7-point scale, where 7 was completely acceptable and 1 was completely unacceptable. Participants were instructed to judge the sentences with regard to their acceptability in colloquial speech. The results are presented in Table 3.

A three-way repeated measures ANOVA by participants revealed a significant main effect of grammaticality (F(1,11) = 34.0, p < 0.001), as well as a significant interaction of grammaticality with distractor noun number (F(1,11) = 5.3, p < 0.05). Resolving this interaction revealed no significant differences due to intrusion in pairwise comparisons. Thus there was no reliable evidence that the distractor’s number had an effect on offline judgments for either dependency. Importantly, the main effect of grammaticality was highly significant for reflexives (F(1,11) = 31.7, p < 0.001), and the magnitude of the grammaticality effect did not reliably differ across dependencies. These results confirm that in offline judgments, participants treat the reflexive and agreement anomalies in our stimuli as equally unacceptable.
Procedure

The 48 target item sets were distributed across 8 lists in a Latin Square design, and five participants were assigned to each list. Each list was randomized along with the filler sentences, subject to the constraint that no two experimental sentences were presented next to each other. The maximum number of characters allowed on a single line on the visual display was 142 characters, and all sentences in the experiment fit on one line. All sentences were presented in a 12-point fixed-width font (Courier), and all characters had a size of 9 x 16 pixels on the display. The resolution of the visual display was 1280 x 720 pixels on an LCD screen. Eye movements were recorded using an Eyelink 1000 tower-mount eye-tracker. Participants had binocular vision while movements were measured, but only the gaze of one eye was tracked. The tower was 32 inches from the visual display, giving participants approximately 5 characters per degree of visual angle. The eye-tracker sampled eye movements at 1000Hz.

Prior to beginning the experiment, participants were familiarized with the apparatus and given four practice trials. While seated, participants’ heads were immobilized using a chin rest and forehead restraint that was adjusted for comfort. Before the experiment, and whenever necessary throughout the experiment, the experimenter calibrated the eye-tracker with a 9-point display to ensure an accurate record of eye-movements across the screen. Participants initiated each trial by fixating on a marker at the beginning of the sentence. Once a fixation in the target region was recognized by the experimental software, the trial sentence was displayed all at once. Participants ended the presentation of the test sentence by indicating they had finished using a response pad. On trials with a question, the question was presented immediately after the test sentence, and participants indicated their response on the same response pad. Participants were
allowed to take breaks at their discretion throughout the experiment. At a minimum, the experimenters asked the participants to take one short rest during the course of the experiment. After each break, participants were recalibrated to ensure accurate measurement of the eye movements.

**Data Analysis**

Sentences in both the reflexive and the agreement conditions were divided into six regions of interest, as indicated in Tables 1 and 2. For all conditions the complex subject noun phrase was divided into three regions: the head noun, together with its determiner and adjective (NP1), the relative clause complementizer and the embedded verb, and the distractor noun along with its determiner and adjective (NP2). The remainder of each sentence was divided into a pre-critical region, a critical region, and a spillover region. For agreement conditions the pre-critical region consisted of the main clause adverbial, the critical region consisted of the agreeing form of *be* and the following predicative adjective, and the spillover region consisted of the remaining four words of the sentence. For reflexive conditions the pre-critical region consisted of the main clause adverbial and the main clause verb, the critical region consisted of the reflexive and the following preposition, and the spillover region was the remaining three words of the sentence. The extended analysis window for the critical region in the agreement conditions was adopted because of a high rate of skipping of the inflected auxiliary verb. An extended window was also adopted for the reflexive conditions in order to maximize the similarity of the critical reflexive region to the critical agreement region. We note, however, that similar patterns of results obtain when word-by-word regioning of the critical regions is used. Analysis for reflexive and
agreement conditions proceeded separately in Experiment 1. The exception was the critical region, where the differences between agreement and reflexives were of theoretical interest.

We report three measures for each region of interest. The early measures reported here are the first pass reading time and the probability of regression. First pass reading time is calculated by summing all fixations in a region of interest after participants first enter the region until the first saccade out of that region (either to the right or the left). The probability of regression corresponds to the probability that a regression is initiated from a particular region before exiting that region to the right. We also report a late measure, total time, which is the total sum of all fixations in a particular region of interest, including first pass reading time and any time spent re-reading the region.

To analyze the probability of regression measure, we employed logistic mixed effects models (see Jaeger, 2008), as the dependent measure was categorical (i.e., presence or absence of a first-pass regression for a given region of interest). We used sum contrasts for experimental fixed effects (grammaticality and intrusion), and a fully-specified random effects structure, including random intercepts and slopes for all fixed effects by participants and by items (Baayen et al, 2008).

Results: Agreement

The comprehension question accuracy for the agreement conditions ranged between 88% and 93% accuracy, suggesting that participants successfully comprehended the experimental stimuli. There were no significant differences in accuracy between conditions.

The by-region reading times for first-pass and total time measures for the agreement conditions, as well as first-pass regression probabilities, are presented in Table 4. Prior to the
critical region, no significant effects for any of the experimental factors were observed in any measure.

[INSERT TABLE 4 HERE]

[INSERT TABLE 5 HERE]

In the first-pass measures there was a main effect of grammaticality at the critical verb region \((F_{1}(1,39) = 16.5, p < 0.001; F_{2}(1,47) = 14.2, p < 0.001)\). There were no significant effects in the spillover region. In the total time measure there was a significant effect of grammaticality \((F_{1}(1,39) = 25.5, p < 0.001; F_{2}(1,47) = 28.5, p < 0.001)\), reflecting a slowdown for ungrammatical conditions relative to grammatical conditions. This main effect was qualified by an interaction between interference and grammaticality \((F_{1}(1,39) = 8.0, p < 0.01; F_{2}(1,47) = 7.9, p < 0.01)\). Planned pairwise comparisons by participants revealed that this interaction was driven by a significant effect of interference for ungrammatical sentences \((t(39) = 2.7, p < 0.01)\); the effect of interference did not reach significance for comparisons between the grammatical conditions.

Additionally, analysis of the the spill-over region for total times in the agreement conditions, revealed a significant main effect of grammaticality by participants \((F_{1}(1,39) = 4.6, p < 0.05; F_{2}(1,47) = 3.0, p < 0.1)\).

In first-pass regression probabilities, logistic mixed effects models revealed a significantly greater probability of regression in the ungrammatical conditions relative to grammatical conditions at the critical agreeing verb \((\beta = .488, \text{ Wald’s } z = 2.2, p < .05)\). Additionally, there was an interaction of grammaticality with interference \((\beta = -.878, \text{ Wald’s } z = \)
-2.0, \( p < .05 \)). However, a model containing planned comparisons to resolve this interaction showed no significant differences due to interference within either grammatical or ungrammatical conditions. In the spillover region, there was a marginal effect of grammaticality on the probability of regression (\( \beta = .263 \), Wald’s \( z = 1.7, p < .1 \)).

**Results: Reflexives**

The comprehension question accuracy for the reflexive conditions ranged between 87% and 91%, suggesting that participants successfully comprehended the experimental stimuli. There were no significant differences observed between conditions.

[INSERT TABLE 6 HERE]

The by-region reading times and regression probabilities for the reflexive conditions are presented in Table 6. In first-pass measures no significant effects were observed prior to the critical region. At the critical reflexive region, there was a significant main effect of grammaticality, reflecting a slowdown in ungrammatical conditions. \( F_1(1,39) = 19.5, p < 0.001; \) \( F_2(1,47) = 15.7, p < 0.001 \). A main effect of grammaticality was also observed in total time measures at the critical reflexive region (\( F_1(1,39) = 16.5, p < 0.001; \) \( F_2(1,47) = 14.2, p < 0.001 \)). In neither measure was there an interaction of grammaticality and interference. Although the interaction of interference and grammaticality did not reach significance, we nonetheless performed the same pairwise comparisons we used for the agreement conditions to maximize the chance of observing an intrusion effect. This analysis failed to show an effect of intrusion for either ungrammatical or grammatical sentences (all \( p \)’s > 0.7). Logistic mixed model analysis of the probability of regression measure revealed no significant effects.
There were no significant effects of the experimental manipulations on any of the measures at NP1. At the distractor NP position (NP2), however, there was a significant main effect of grammaticality on total reading times for reflexive conditions ($F_1(1,39) = 8.4, p < 0.01$; $F_2(1,47) = 6.8, p < 0.05$). There were no significant effects of interference or the interaction of interference and grammaticality at this region, nor were there effects in other measures.

[INSERT TABLE 7 HERE]

*Direct comparison of intrusion effect*

Results showed a reliable effect of the number of an intruding noun for agreement, and no corresponding effect for reflexives. However, because the contrast between agreement and reflexives is of primary theoretical interest here, we directly tested the intrusion effect between agreement and reflexives by performing a $2 \times 2 \times 2$ repeated measures ANOVA that included the factors of dependency, grammaticality and interference. For total times this analysis revealed a significant three-way interaction ($F_1(1,39) = 8.0, p < 0.01$; $F_2(1,47) = 4.0, p < 0.05$). This interaction did not reach significance in either first-pass or probability of regression measures.

In addition to demonstrating the three-way interaction in the critical total time measure, we conducted an additional comparison of the size of the intrusion effect across the two dependencies in order to test differences between agreement and reflexive conditions. Within ungrammatical and grammatical sentences, we compared the size of the *intrusion effect*, a derived measure that was calculated by subtracting the reading time for non-intruding conditions from intruding conditions for total times in the critical region. This analysis revealed that there was a significantly larger intrusion effect for agreement in the ungrammatical conditions ($t(39) =$
-2.5, \( p < 0.02 \); agreement \( \mu = -118.6\text{ms} \pm 42.8 \), reflexive \( \mu = -7.8\text{ms} \pm 29.6 \). There was no significant difference between agreement and reflexives in the grammatical conditions (\( t(39) = 1.4, \ p < 0.3 \); agreement \( \mu = 43.0\text{ms} \pm 31.6 \), reflexive \( \mu = -10.1\text{ms} \pm 28.8 \)).

**Discussion**

A summary of the first-pass and total reading times in the critical region for agreement and reflexives is shown in Figures 2 and 3. For reflexive conditions, across all three measures reported, and for all other regions of interest (notably the distractor NP2), only grammaticality had a significant effect on eye movements. Ungrammatical conditions reliably led to longer reading times. Importantly, there were no significant effects of interference and no interaction of grammaticality with interference at any region or measure. As neither inhibitory similarity-based interference nor facilitatory intrusion effects were observed for reflexive dependencies, there was no evidence for any impact of the structurally illicit noun phrase on the construction of the reflexive dependency.

[INSERT FIGURE 2 HERE]

[INSERT FIGURE 3 HERE]

The processing of reflexive conditions clearly contrasts with the processing of agreement conditions, which showed a qualitatively different pattern. Although ungrammaticality reliably slowed the processing of both agreement and reflexives, only agreement showed a reliable intrusion effect. This resulted in a significant interaction of grammaticality and interference at the critical agreement region for total times and probability of regression. Planned comparisons
confirmed that this interaction was driven by intrusion in ungrammatical conditions. Intrusion led to shorter reading times (or fewer regressions) in ungrammatical sentences, replicating earlier findings for agreement in comprehension (Pearlmutter et al, 1999; Wagers et al, 2009).

Although the contrast between agreement and reflexives in total times is clear, first-pass measures do not so clearly indicate distinct processing profiles for the two. In first-pass reading times, agreement and reflexives both show only a main effect of grammaticality. It is possible that this pattern provides evidence of an early processing stage where agreement and reflexives are both processed alike, and are not susceptible to intrusion. However, the fact that agreement does show an intrusion effect in another measure that taps early processing (probability of regression) does not support this interpretation. Specifically, because comprehenders may respond to early difficulty either by increased fixation duration or by launching a regressive saccade, these two measures may trade off (Altmann 1994; Rayner & Sereno, 1994). Indeed, a post-hoc comparison of first-pass reading times in the critical region using a linear mixed effects model revealed a significant effect of regression ($t(39) = -3.2$), suggesting the two measures are strongly related. For this reason, we do not believe that the first-pass reading time data support the conclusion that reflexives and agreement share a common, intrusion-free stage of early processing.

*Experiment 2*

Experiment 1 demonstrated that the computation of subject-verb agreement relations is consistently susceptible to intrusion. No corresponding intrusion effect was observed for reflexives. The main goal of Experiment 2 was to replicate this result for reflexives, which would
reinforce the evidence for a lack of intrusion. In addition, we extended the design of Experiment 1 to include conditions where the head noun was plural rather than singular, to determine whether the same pattern is observed when the reflexive is bound by a plural NP. For agreement dependencies, it is known that the presence of intrusion interacts with the markedness of the features involved, such that no intrusion is observed when the agreeing subject is plural (Pearlmutter et al 1999; Wagers et al 2009). By testing a wider range of feature combinations, we can address the possibility that intrusion might be observed for reflexives with a different combination of morphological features on the target and distractor nouns.

*Participants*

32 members of the University of Maryland community participated in Experiment 2 (23 females, mean age 21.3). Participants gave informed consent, and were either paid $10 for their participant or received course credit. The experimental session, including set-up and calibration, lasted approximately one hour.

*Materials*

The experimental materials and fillers were identical to those used in Experiment 1, with the exception that the four agreement conditions were removed. Instead, an additional factor of head noun number was introduced for the reflexive conditions, leading to a $2 \times 2 \times 2$ factorial design that crossed head noun number, interfering noun number, and verbal number. A full set of experiment conditions in Experiment 2 is found in Table 8.
Data Analysis

Data analysis proceeded as in Experiment 1.

Results

Comprehension question accuracy averaged between 81% and 91% across the 8 critical conditions, suggesting that participants performed the task satisfactorily and comprehended the critical sentences. Modeling revealed no significant differences in comprehension accuracy across the critical conditions.

Mean fixation durations and probability of regression at the regions used in the analysis are presented in Tables 9 and 10. In first pass and total time measures, modeling revealed a significant main effect of head noun number at NP1, reflecting a slow-down for plurals (first-pass; $F_1(1,31) = 12.9, p < 0.01; F_2(1,47) = 17.4, p < 0.001$); total time: ($F_1(1,31) = 13.3, p < 0.01; F_2(1,47) = 12.5, p < 0.001$). Likewise, there was a significant main effect of interference in at NP2, also reflecting a plural complexity effect (first pass: $F_1(1,31) = 4.5, p < 0.05; F_2(1,47) = 4.9, p < 0.05$; total time: $F_1(1,31) = 4.0, p < 0.06; F_2(1,47) = 4.9, p < 0.05$). Grammaticality effects were also observed in total time measures at the NP1 and NP2 regions (NP1: $F_1(1,31) =$
At the critical reflexive region, first pass and total times revealed a similar pattern. We observed a main effect of grammaticality that was marginal in first pass times (first pass: $F_1(1,31) = 4.1, p < 0.06; F_2(1,47) = 5.9, p < 0.05$; total time: $F_1(1,31) = 13.7, p < 0.001; F_2(1,47) = 18.1, p < 0.001$). This effect was qualified by an interaction of head number and grammaticality (first pass: $F_1(1,31) = 9.2, p < 0.01; F_2(1,47) = 8.8, p < 0.01$; total time: $F_1(1,31) = 18.1, p < 0.001; F_2(1,47) = 13.8, p < 0.001$). Resolving this interaction with pairwise comparisons revealed that there was a significant effect of grammaticality in singular head noun conditions (first pass: $t(31) = 3.7, p < 0.001$; total time: $t(31) = 5.4, p < 0.001$), but no significant effects of grammaticality were observed when the head noun was plural (all $p$’s > 0.6). Logistic mixed effects modeling revealed no significant effects on the probability of regression at the critical region. Lastly, a main effect of grammaticality was observed in total reading times in the spillover region $F_1(1,31) = 6.1, p < 0.05; F_2(1,47) = 6.6, p < 0.05$.

**Discussion**

The most important finding from Experiment 2 is the replication of the processing profile for reflexives that was observed in Experiment 1. This can be seen in Figures 4 and 5, which show mean first-pass and total reading times, respectively, at the reflexive. In no measure or region was there a reliable effect of distractor number, nor did it interact with any of the other...
factors. This strengthens support for the claim that reflexives are initially processed in a way that is blind to the feature content of a structurally illicit NP.

[INSERT FIGURE 4 HERE]
[INSERT FIGURE 5 HERE]

The results of Experiment 2 demonstrate the lack of intrusion effects for all combinations of head noun and distractor noun features. However, the results did reveal differences in the processing of ungrammatical reflexive dependencies across plural and singular head nouns. At the critical reflexive region comprehenders appeared to be less sensitive to the feature match between the reflexive and its antecedent when the head noun was plural. This apparent insensitivity to grammaticality is surprising in light of the fact that there was no comparable contrast in any other region that showed an effect of grammaticality for plural head noun conditions. These data could suggest that the process of recognizing feature mismatch in reflexive dependencies is sensitive to the markedness of the features involved, but this must remain speculative at this point. The empirical case for this conclusion is limited to a single region. In regions other than the critical region, such as the total times on NP1, a main effect of grammaticality was observed for singular and plural head nouns alike. A singular-plural contrast in comprehenders’ ability to detect ungrammatical reflexive features is an interesting possibility that deserves further study, but at present this result must be treated with caution.
Computational Model of the Results

The results of Experiments 1 and 2 show that agreement and reflexives clearly differ with respect to their intrusion profiles. This distinction suggests that reflexives only use syntactic cues to retrieve their antecedents. This stands in contrast to verbal agreement, which appears to use agreement features as cues to retrieval of the subject. However, it is logically possible that further confounds between subject-verb agreement and reflexives, such as differences in the linear or structural position of the retrieval site, could be responsible for the observed difference in the intrusion profiles. Because there are explicit computational models of the retrieval process (Anderson, 1990; Lewis & Vasishth, 2005; Vasishth et al, 2008), it is informative to verify the formal predictions of the model under these different retrieval strategies and compare them to the experimental data. To derive these processing predictions, we used a variant of the ACT-R model described in Lewis and Vasishth (2005).

The ACT-R model is a cognitive architecture (Anderson & Lebiere, 1998) that has served as the basis for a successful computational model of syntactic parsing (Lewis & Vasishth, 2005; Vasishth et al, 2008). The core idea of the Lewis and Vasishth (2005) model is that syntactic parsing consists of passing linguistic constituents (_chunks_) between a passive working memory store and an active processing store in order to build syntactic structure. Memory access works in a content-addressable fashion, using retrieval cues to access target memories when they are needed for processing. For further details of the ACT-R parsing model used here, see discussion in Dillon (2011) and supplemental materials provided at the first author’s website (http://blogs.umass.edu/bwdillon).
By adopting an explicit model of memory retrieval, it is possible to compare quantitative model predictions to the results from Experiments 1 and 2. In order to facilitate this comparison, it is useful to clarify the linking assumptions we adopt to relate predicted retrieval latencies and online reading time measures. The most important assumption for present purposes is that any reading measures that are considered to index retrieval operations should be monotonically related to the retrieval latencies generated by the model. Although this is a useful starting assumption, it need not be the case: there are a number of processes that might obscure the relationship between retrieval time and observed reading time. Interpretive processes, reanalysis procedures, or error signals are likely important contributors to the observed behavioral measures. However, for current purposes, we assume with others (Lewis & Vasishth, 2005; Lewis et al, 2006; Vasishth et al, 2008) that whatever additional processes are reflected in the reading measures, they do not disrupt the monotonic relation between memory retrieval times and online reading time measures.

**Modeling Results**

An important goal of the modeling experiments was to assess the impact of the unavoidable differences between agreement and reflexives, notably with respect to the parsing processes that precede the critical retrieval for the two dependencies. These processes lead to differences in the baseline activation of the local subject for agreement and reflexives at the point of retrieval, as illustrated in Figures 7 and 8. These figures show traces of the average ACT-R activation of the target and distractor NPs across the parse, leading up to the critical retrieval. One notable difference between agreement and reflexives is evident: for reflexives, but not
agreement, the grammatically appropriate target memory, i.e., the local subject, is reactivated immediately prior to the critical retrieval, giving the local subject a large activation advantage over the distractor at the point of the critical reflexive retrieval. This leads to a plausible alternative explanation of the experimental results: the lack of intrusion effects for reflexives may simply reflect differences in passive memory dynamics that are unrelated to the construction of the antecedent-reflexive dependency. If this activation difference confers a baseline bias in favor of the local noun immediately after processing the matrix verb, this may selectively eliminate intrusion effects for reflexive dependencies without the need to posit uniquely syntactic retrieval cues.

To determine whether the baseline activation differences of the subject were sufficient to account for the lack of intrusion effects with reflexives, the experimental conditions from Experiment 1 were modeled using an ACT-R parsing model. Rather than testing a single parameter setting, we considered the effects of a range of ACT-R parameter settings that span the values assumed in previous work. The advantage to this approach is that it allows the robustness of a prediction to be evaluated: strong model predictions hold across a range of parameter settings. The sole exception to this approach is the scaling parameter $F$, which was chosen to ensure that predictions of the model were on an appropriate time scale (in all simulations, $F = 2.0$). For each combination of parameters, 5000 Monte Carlo simulations were run. Each simulation included the full series of hypothesized retrievals, including random noise, and
provided a prediction for the retrieval latency of the most probable memory chunk, as well as its identity (target or distractor).

The model provides two dependent measures of interest. The first is the proportion of retrievals that result in correct retrieval of the local subject. The second is a measure of the intrusion effect, which is derived from the predicated retrieval latencies that the model generates. As in Experiment 1, the intrusion effect measures the predicted impact of the distractor’s features on retrieval times. It is calculated within grammatical and ungrammatical pairs of conditions by subtracting the predicted retrieval time of the most probable noun for conditions with a plural distractor from conditions without a plural distractor.

We asked whether the reflexive data were best captured by agreement-based or syntactic retrieval strategies for reactivation of the antecedent. In this experiment an agreement-based retrieval model for reflexive processing is one that used a mixture of syntactic and agreement features as cues to retrieve the target subject. Specifically, this included cues for local subject and number, and for singular reflexives, gender. For the syntactic retrieval model, we removed all morphological agreement cues to retrieval.

The empirical data of interest are the intrusion effects for reflexives observed in Experiments 1 and 2, as reflected in total reading times at the critical region. Total times were chosen because they provided the largest intrusion effect for agreement in Experiment 1, and so provided the best opportunity for an intrusion effect to be observed for reflexives, if there were any present. For each participant (n=40 from Experiment 1, n=32 from Experiment 2), the average intrusion effect for grammatical and ungrammatical pairs of reflexive conditions was calculated.
A comparison of the agreement-based reflexive model with a model of the subject-verb agreement retrieval process revealed differences in the rates of incorrect retrievals, as shown in Table 12. In addition, Figure 9 shows the predicted size of the intrusion effect for each model. Despite the fact that agreement-based reflexive models used the same cues as the subject-verb agreement models to retrieve the local subject, the baseline activation differences between the two dependencies led to fewer incorrect retrievals and less intrusion for reflexives than for subject-verb agreement.

[INSERT TABLE 12 HERE]

[INSERT FIGURE 9 HERE]

[INSERT FIGURE 10 HERE]

Despite the prediction for diminished intrusion for reflexives, however, a comparison between the predictions of agreement-based and syntactic retrieval models for reflexives shows that structured models provide a closer fit to our experimental data. Figure 10 presents a comparison of the predicted intrusion effects and the observed intrusion effects in total reading times from Experiments 1 and 2. The lack of correlation between the retrieval cues and experimental manipulation in the structured access model led to no predicted differences in mean retrieval time across conditions. For this reason, the predicted intrusion effects were tightly centered around zero milliseconds. This was also seen in the error rates for structured access models in Table 12, which did not differ across conditions. This stood in contrast to agreement-based reflexive retrieval models, which predicted consistent intrusion effects for ungrammatical conditions.
The distribution of the empirical interference effect in Figure 10 appears to better accord with the predictions of the syntactic retrieval model, suggesting that the data is better fit by the predictions of the syntactic retrieval models. Interestingly, the modeling results also show that when agreement features are used in retrieval, intrusion effects are the most reliable behavioral prediction: there were no strong predictions for any sort of interference in the grammatical conditions. Because of the clear empirical contrast with agreement, and close fit with the predictions of the structured access model, it appears that reflexives do not recruit morphological features as retrieval cues when retrieving their antecedents. Instead, the retrieval of a reflexive’s antecedent is only driven by syntactic cues to retrieval.

**General Discussion**

**Summary of Results**

In the present study we investigated the processing of agreement and reflexive dependencies across two eye-tracking experiments, and interpreted the results with the aid of a computational model of the processes underlying linguistic memory retrieval. The key question was whether the two dependencies showed the same intrusion profile, a prediction of parsing models that uniformly recruit agreement features as cues to memory retrieval in a content-addressable architecture. The eye-tracking studies showed a reliable difference in the intrusion profiles of agreement and reflexives during the critical subject retrieval. Figure 6 presents a cross-experiment summary of the observed effects in total time measures at the critical region, demonstrating the contrast between agreement and reflexives. In Experiment 1, faster reading times were observed for ungrammatical subject-verb agreement dependencies when a distractor NP matched the features of the ungrammatical verb form, and no reliable effect of distractor NP
number on grammatical agreement was observed. In contrast, in both Experiments 1 and 2 there was no impact of the distractor NP on the processing of reflexive dependencies. Instead, across these two experiments reflexives were only sensitive to the feature match of the reflexive to the appropriate local subject. A direct comparison of the intrusion effects in Experiment 1 showed that there was a significant difference between the intrusion effect seen in agreement and the lack of an intrusion effect in reflexives. This contrast in intrusion profiles was observed even though the syntactic structure of the subject and the feature content of the distractor NP was identical for agreement and reflexive dependencies alike. These results are in line with previous findings on the sensitivity of these dependencies to the feature content of structurally illicit NPs, confirming the sensitivity of agreement to syntactically illicit NPs (Pearlmutter et al, 1999; Wagers et al, 2009) as well as confirming the resistance of reflexives to intrusion for number and gender features alike (Clackson et al, 2011; Nicol & Swinney, 1989; Sturt, 2003; Xiang et al, 2009).

[INSERT FIGURE 6 HERE]

In addition to demonstrating a consistent contrast in intrusion profiles for agreement and reflexives, a number of further generalizations are suggested by our data. In Experiment 1 the intrusion effect for agreement was limited to configurations with a singular head and a plural distractor, mirroring contrasts observed in production findings (Bock & Miller, 1991; Eberhard et al, 2005). In Experiment 2 we replicated the lack of intrusion effects for reflexives, and showed that this generalization held even when the subject head noun was plural. However, although Experiment 2 showed no evidence for intrusion for reflexives, the results surprisingly revealed no effect of ungrammaticality for reflexives with a plural head noun at the critical
reflexive region. Instead, the grammaticality effect was observed in increased reading times for ungrammatical conditions at spillover regions and in total reading times on the subject noun. This result may suggest that participants are slower to detect a feature-mismatched reflexive when it is bound by a plural subject than when it is bound by a singular subject, such that the effect of grammaticality only appears in the spillover region. If true, this is consistent with our hypothesis that reflexives do not use morphological cues in retrieval. If the morphological cues were deployed during retrieval of the subject, then the feature mismatch should have been detected at the reflexive. Although this is a potentially interesting finding, the experiments presented here were not designed to test this possibility, and so any conclusions drawn from this pattern are tentative at best. We leave further investigation of this effect to future research.

We also conducted computational simulations of the subject retrieval processes that are engaged during the construction of agreement and reflexive dependencies. These simulations revealed two main findings. First, the model predicted reflexives to show a diminished intrusion effect relative to agreement simply because of the post-verbal position of the reflexive. Specifically, the correct main clause subject is independently reactivated immediately prior to the critical reflexive, due to thematic binding of the subject and verb. This gives the main clause subject an activation advantage that reduces the impact of intrusion from distractor NPs during retrieval of the reflexive’s antecedent. However, the main result of the simulations is that although reflexives are predicted to show less intrusion than agreement, the empirical results from Experiments 1 and 2 are more likely on a structured access model of the retrieval of the reflexive’s antecedent. Access mechanisms that use agreement cues in retrieval do still predict intrusion effects for reflexives in this environment, which were not observed in any of our experiments.
The present results suggest that there is no simple mapping between overt linguistic features and the retrieval cues used to parse a given linguistic dependency. Instead, it appears that selection of the retrieval cues is determined in part by the underlying grammatical organization of the dependency being processed. Our present results suggest that agreement features are deployed at retrieval cues during the comprehension of subject-verb agreement, leading to the characteristic and widely-observed agreement intrusion effects (Clifton et al., 1999; Pearlmutter et al., 1999; Wagers et al., 2009). Despite similar surface correlations of the overt agreement features between a reflexive and its antecedent, our modeling and experimental results suggest that retrievals associated with the processing of reflexives rely primarily on syntactic cues. It has been argued that the binding dependency between a reflexive and its antecedent is established without regard to agreement features (Baker, 2008; Kratzer, 2009). If this is correct, then the present results suggest that the retrieval cue set for a given dependency may reflect its underlying grammatical organization.

The core observation that agreement and reflexive dependencies treat morphological features in qualitatively different manners can be implemented in a number of different ways. In the present simulations, we modeled this as a narrowly syntactic set of retrieval cues in the case of reflexive dependencies. There are a number of alternative possibilities, however. For example, Van Dyke and McElree (2011) discuss the importance of the relative weights of different retrieval cues (cue combinatorics). They suggest that syntactic and semantic cues may be combined in a non-linear fashion such that syntactic cues effectively gate access to other cues in
the set of retrieval cues. Our data may also be modeled in this fashion: syntactic cues may gate access to morphological cues for reflexive dependencies, whereas the two sets of cues are combined in a linear fashion for subject-verb agreement dependencies. Either implementation retains the core insight of the present data, that the agreement features are not active in retrieval of the reflexive’s antecedent in the same way that they are for subject-verb agreement.

The present results are also consistent with models that adopt qualitatively different retrieval mechanisms for different linguistic dependencies (Dillon, 2011; Phillips et al., 2011). If reflexive dependencies are parsed using a search mechanism that operates over a complete syntactic tree (Berwick & Weinberg, 1984; Dillon, 2011), then it is not surprising that the agreement features of structurally illicit noun phrases do not interfere in the process of finding an antecedent. Such a mechanism may be distinguished from direct access mechanisms on the basis of time course data: if the time course of memory retrieval is impacted by distance for reflexive dependencies, then the search mechanism implementation would be supported. However, the present results do not decide between these different implementations of retrieval operation engaged by argument reflexives in our data.

It may also be the case that the source of the syntactic retrieval process observed for reflexives is linked to the argument structure of the verb, which some theoretical accounts of binding relationships hold to be of central importance in describing the distribution of reflexive anaphors (e.g., Pollard & Sag, 1992; Steedman, 2000). Although our computational simulations suggested that the post-verbal position of the reflexive did not in itself support the observed difference between agreement and reflexives, it is possible that the post-verbal position of the reflexive is important because allows the use of argument structure information in retrieval (as argued by Wagers, King & Andrews, 2012). If intrusion effects are observed with non-argument
reflexives, preverbal reflexives, or long-distance reflexives, then this would suggest that the lack of intrusion effects observed in our studies is due to the availability of the verb’s argument structure. On the other hand, if intrusion effects are not observed for reflexives in any of these positions, then this would imply the use of a more general set of syntactic cues that accurately target the local subject.

One possible concern is that the failure to observe intrusion effects for reflexive dependencies reflects an interaction between the activation advantage of the local subject subsequent to the verb and the low salience of the distractor NP (which was in an embedded object position). We believe this to be an unlikely possibility for a number of reasons. One important fact that casts doubt on this explanation of the current data is that the lack of intrusion effects we observe is consistent with a broad literature on the processing of reflexives that consistently fails to find intrusion effects (Clackson et al, 2011; Clifton et al, 1999; Nicol & Swinney, 1989; Sturt, 2003; Xiang et al, 2009;). Importantly, a number of these studies adopt designs that place distractor NPs in syntactically salient positions: Sturt (2003; Experiment 1) and Nicol & Swinney (1989) used sentence-initial, topical subjects as distractors, and Xiang et al (2009) used embedded subjects as the distractors. These studies likewise failed to find an intrusion effect for reflexives, suggesting that the present results cannot be uniquely attributed to the combination of decreased saliency and linear order. In addition, this explanation relies on there being an interaction between distractor salience and linear order that does not necessarily follow from the model of the retrieval mechanism we adopt here. Neither linear order nor saliency alone can account for the lack of intrusion in reflexives: in our experimental design, the salience of the distractor was controlled between agreement and reflexives, and the computational simulations show that a simple additive relation between linear order and saliency
effects on activation isn’t enough to eliminate the intrusion effect. Without a specific reason to assume interactivity, it seems that an additive relationship between these two variables is a plausible default hypothesis.

It may be argued that Badecker and Straub’s (2002) study presents a potential counterexample to the predictions of structured access for reflexives. Badecker and Straub tested whether interference from illicit antecedents is observed in an online measure such as self-paced reading. They carried out four reading studies that involved reflexives or reciprocals; an example of one comparison is given in (3).

(3) a. Jane thought that Bill owed himself a second chance.
    b. John thought that Bill owed himself a second chance.

In two of their four self-paced reading experiments with reflexives, Badecker and Straub found evidence for what they called the *multiple-match effect*, a slowdown in reading times following the reflexive in (3b) relative to (3a). For reflexives, this was either observed several regions past the critical reflexive (Experiment 3), or in pooled reading times at the four regions following the critical anaphor (Experiment 4). However, the direction of this effect is inconsistent with an intrusion effect, suggesting instead similarity-based interference. As noted in the Introduction, a processing slowdown of this sort is compatible with a feature-overwriting process that degrades the memory fidelity of individual memory chunks when their representations overlap in feature content (Nairne, 1990; Gordon et al, 2001, 2002 2004). In addition, models of retrieval interference such as ACT-R predict slowdowns related to similarity-based interference even when the correct target is retrieved. This makes it difficult to conclude from inhibitory interference effects that comprehenders have actually retrieved the distractor NP. The strongest evidence that comprehenders genuinely retrieve an illicit antecedent is an intrusion effect, due to the unambiguous interpretation of this effect in the context of models of memory
retrieval in sentence processing (for further discussion see Dillon, 2011). Furthermore, to the extent that any influence of illicit antecedents was observed in prior studies on the processing of argument reflexives, it is inconsistently observed across experiments and appears at a delay relative to the detection of ungrammaticality (Badecker & Straub, 2002; Sturt, 2003). We are unaware of any experimental data that suggest that adult comprehenders are specifically susceptible to intrusion effects while processing reflexives, supporting the conclusion that parsing English reflexives involves a retrieval process that successfully retrieves only the appropriate local subject.

*Differences between Agreement and Reflexives*

We suggested that the differences in the use of agreement features as retrieval cues for agreement and reflexive dependencies reflects representational differences between the two dependencies. Indeed, the results of Experiments 1 and 2, are consistent with grammatical models that suggest that agreement in binding dependencies is established only subsequent to the construction of a referential dependency (Baker, 2008; Kratzer, 2009). Another possibility is that reflexive and agreement dependencies are computed at distinct levels of representation in the course of online processing. For example, reflexives may be computed at interpreted levels of linguistic representation (perhaps as constraints on interpretation; Jackendoff, 1992; Wasow, 1992; Chomsky & Lasnik, 1993), and in this case the initial insensitivity to morphological features may be understandable. This idea is similar to the account advanced by Eberhard and colleagues (2005), who note that an appeal to interpreted levels of representation helps explain
the more direct influence of notional number on the expression of pronominal agreement more generally.

Alternatively, it is possible that the differences between reflexive and agreement dependencies may reflect differences in the predictability of the dependency. Wagers et al (2009) suggested that the retrieval operation for agreement dependencies is a sort of error-driven processing that is engaged only when top-down expectations about the agreement features of the verb conflict with the bottom-up input. This account offers one explanation of why intrusion occurs only in ungrammatical sentences, where the verb form does not have the expected feature content. Reflexives cannot be anticipated as reliably as agreement, and so it is less likely that comprehenders should have strong top-down expectations about the feature content of an anaphor in direct object position before encountering the reflexive in the input. In the absence of any top-down expectation, memory retrieval is the only way of accessing the antecedent of the reflexive, and so comprehenders may adopt a more conservative strategy for accessing the appropriate local subject.

Conclusion

In this study we asked two related questions. First, we asked whether or not agreement constraints were uniformly implemented as highly ranked agreement cues to memory retrieval, even for representationally distinct dependencies such as subject-verb agreement and reflexive-antecedent dependencies. Second, we asked whether or not there was strong evidence for structured access mechanisms in the processing of reflexive pronouns. To answer these questions we contrasted the intrusion profiles of subject-verb agreement and reflexive dependencies in
comprehension. The comparison of these dependencies provided a good test of the mechanisms used to access linguistic memory, because they have very similar constraints on the information that needs to be retrieved online: they both require a feature-matched local subject. Our results show that despite this superficial similarity, the dependencies do not show identical intrusion profiles. It was shown that in a closely controlled comparison there are systematic differences in the sensitivity of agreement and reflexives to the features of an illicit distractor NP. Whereas agreement processing showed intrusion from the agreement features of the distractor, the processing of reflexives was not impacted in any way by the morphological feature content of the distractor NP.

This pattern of results suggests that morphological agreement constraints are not uniformly implemented as highly ranked agreement retrieval cues. Instead, although subject-verb agreement appears to rely on this strategy, the lack of intrusion for reflexives suggests that they do not use agreement cues to antecedent retrieval. Instead, the lack of intrusion for reflexives suggests that retrieval of the reflexive’s antecedent is guided solely by structural information. This provides further evidence that comprehenders can deploy a structured access mechanism to recover information from linguistic memory for some linguistic dependencies. The difference in retrieval strategies between agreement and reflexives suggests that the implementation of feature concord constraints in online processing depends on the nature of the linguistic dependency that they express.
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Figure 1: Target and distractor NPs when processing a reflexive pronoun in English.
Figure 2: Mean first-pass reading time at the critical region in Experiment 1. Error bars show standard error by participants.
Figure 3: Mean total reading time at the critical region in Experiment 1. Error bars show standard error by participants.
Figure 4: Mean first pass time at the critical region in Experiment 2. Error bars show standard error by participants.
**Figure 5:** Mean total reading time at the critical region in Experiment 2. Error bars show standard error by participants.
Figure 6: Intrusion effects (in ms) observed for in total time measures for agreement and reflexive dependencies, across experiments. Error bars reflect 95% CI by participants.
*The new executive who oversaw the middle managers definitely were ....

**Figure 7:** Average activation for target (black) and distractor (red) NPs for a sentence that shows intrusion at the agreeing verb. Incorrect retrievals of the distractor NP are reflected in the increased activation at the plural verb *were.*
*The new executive who oversaw the middle managers apparently doubted themselves.

**Figure 8:** Average activation for target (black) and distractor (red) NPs for a sentence that shows intrusion at the reflexive. Incorrect retrievals of the distractor NP are reflected in the increased activation at the plural reflexive *themselves.*
Figure 9: Predicted intrusion effects for grammatical and ungrammatical subject-verb agreement and antecedent-reflexive dependencies using an identical set of subject retrieval cues, including agreement features. Error bars indicate 95% CI.
Figure 10: Comparison of predicted intrusion effects (solid) of the retrieval model for reflexives and observed reflexive intrusion effects (dashed) from Experiments 1 and 2 (by participants, \( n = 72 \)). Error bars indicate 95% CI.
**Agreement conditions for Experiment 1**

Grammatical, no intrusion
1. The new executive/ who oversaw/ the middle manager/ apparently/ was dishonest / about the company’s profits.

Grammatical, intrusion
2. The new executive/ who oversaw/ the middle managers/ apparently/ was dishonest / about the company’s profits.

Ungrammatical, no intrusion
3. The new executive/ who oversaw/ the middle manager/ apparently/ were dishonest / about the company’s profits.

Ungrammatical, intrusion
4. The new executive/ who oversaw/ the middle managers/ apparently/ were dishonest / about the company’s profits.

**Table 1:** Summary of agreement conditions in Experiment 1. Critical and spillover regions included in the analysis are underlined.

---

**Reflexive conditions for Experiment 1**

Grammatical, no intrusion
1. The new executive/ who oversaw/ the middle manager/ apparently doubted/ himself on/ most major decisions.

Grammatical, intrusion
2. The new executive/ who oversaw/ the middle managers/ apparently doubted/ himself on/ most major decisions.

Ungrammatical, no intrusion
3. The new executive/ who oversaw/ the middle manager/ apparently doubted/ themselves on/ most major decisions.

Ungrammatical, intrusion
4. The new executive/ who oversaw/ the middle managers/ apparently doubted/ themselves on/ most major decisions.

**Table 2:** Summary of reflexive conditions in Experiment 1. Critical and spillover regions included in the analysis are underlined.

<table>
<thead>
<tr>
<th></th>
<th>[+gram,-intr]</th>
<th>[+gram,+intr]</th>
<th>[-gram,-intr]</th>
<th>[-gram,+intr]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Agreement</strong></td>
<td>5.36 (±0.29)</td>
<td>5.08 (±0.29)</td>
<td>3.00 (±0.41)</td>
<td>3.32 (±0.43)</td>
</tr>
<tr>
<td><strong>Reflexives</strong></td>
<td>5.60 (±0.25)</td>
<td>5.68 (±0.22)</td>
<td>3.08 (±0.37)</td>
<td>3.24 (±0.38)</td>
</tr>
</tbody>
</table>

**Table 3:** Mean acceptability judgments and standard errors by participants in the Experiment 1 rating study. Values are on a 7-point scale where 7 is perfectly acceptable, and 1 is completely unacceptable.
### Table 4: Table of means (in ms where applicable) for agreement conditions in Experiment 1 for first pass, total time, and probability of regression. Standard error by participants is shown in parentheses.

<table>
<thead>
<tr>
<th>Agreement</th>
<th>NP1</th>
<th>NP2</th>
<th>Critical</th>
<th>Spillover</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Pass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, no int</td>
<td>582 (30)</td>
<td>627 (37)</td>
<td>373 (18)</td>
<td>795 (42)</td>
</tr>
<tr>
<td>Gram, int</td>
<td>588 (32)</td>
<td>612 (34)</td>
<td>389 (17)</td>
<td>837 (48)</td>
</tr>
<tr>
<td>Ungram, no int</td>
<td>583 (36)</td>
<td>593 (31)</td>
<td>445 (23)</td>
<td>805 (51)</td>
</tr>
<tr>
<td>Ungram, int</td>
<td>594 (39)</td>
<td>639 (33)</td>
<td>439 (21)</td>
<td>847 (44)</td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, no int</td>
<td>867 (60)</td>
<td>955 (63)</td>
<td>579 (34)</td>
<td>1018 (46)</td>
</tr>
<tr>
<td>Gram, int</td>
<td>835 (51)</td>
<td>959 (50)</td>
<td>622 (40)</td>
<td>1059 (52)</td>
</tr>
<tr>
<td>Ungram, no int</td>
<td>891 (63)</td>
<td>971 (51)</td>
<td>811 (57)</td>
<td>1140 (70)</td>
</tr>
<tr>
<td>Ungram, int</td>
<td>881 (55)</td>
<td>1002 (70)</td>
<td>693 (35)</td>
<td>1074 (51)</td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, no int</td>
<td>-</td>
<td>.18 (.03)</td>
<td>.13 (.03)</td>
<td>.65 (.04)</td>
</tr>
<tr>
<td>Gram, int</td>
<td>-</td>
<td>.20 (.03)</td>
<td>.17 (.02)</td>
<td>.67 (.04)</td>
</tr>
<tr>
<td>Ungram, no int</td>
<td>-</td>
<td>.18 (.03)</td>
<td>.25 (.04)</td>
<td>.71 (.04)</td>
</tr>
<tr>
<td>Ungram, int</td>
<td>-</td>
<td>.13 (.02)</td>
<td>.20 (.03)</td>
<td>.70 (.04)</td>
</tr>
</tbody>
</table>

### Table 5: Summary of fixed effects for best-fit models on agreement conditions in Experiment 1 at the critical agreeing verb region, including p-values (derived by Monte Carlo simulation for first pass and total time measures). First-pass and total time coefficients are in milliseconds.

<table>
<thead>
<tr>
<th>Agreement</th>
<th>β</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First pass</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>62.8</td>
<td>12.6</td>
<td>0.0001</td>
</tr>
<tr>
<td>INTR</td>
<td>3.9</td>
<td>12.6</td>
<td>0.74</td>
</tr>
<tr>
<td>GRAM×INTR</td>
<td>-21.8</td>
<td>25.0</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>157.2</td>
<td>28.0</td>
<td>0.0001</td>
</tr>
<tr>
<td>INTR</td>
<td>-43.0</td>
<td>28.1</td>
<td>0.001</td>
</tr>
<tr>
<td>GRAM×INTR</td>
<td>-148.5</td>
<td>56.4</td>
<td>0.008</td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>.587</td>
<td>.180</td>
<td>0.001</td>
</tr>
<tr>
<td>INTR</td>
<td>.004</td>
<td>.180</td>
<td>0.98</td>
</tr>
<tr>
<td>GRAM×INTR</td>
<td>-.681</td>
<td>.360</td>
<td>0.06</td>
</tr>
<tr>
<td>Reflexives</td>
<td>NP1</td>
<td>NP2</td>
<td>Critical</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>First Pass</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, no int</td>
<td>583 (31)</td>
<td>619 (30)</td>
<td>299 (12)</td>
</tr>
<tr>
<td>Gram, int</td>
<td>579 (32)</td>
<td>645 (35)</td>
<td>295 (13)</td>
</tr>
<tr>
<td>Ungram, no int</td>
<td>570 (36)</td>
<td>621 (29)</td>
<td>351 (17)</td>
</tr>
<tr>
<td>Ungram, int</td>
<td>567 (32)</td>
<td>651 (29)</td>
<td>342 (16)</td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, no int</td>
<td>841 (49)</td>
<td>951 (55)</td>
<td>481 (20)</td>
</tr>
<tr>
<td>Gram, int</td>
<td>819 (47)</td>
<td>907 (48)</td>
<td>471 (24)</td>
</tr>
<tr>
<td>Ungram, no int</td>
<td>863 (56)</td>
<td>1023 (59)</td>
<td>588 (30)</td>
</tr>
<tr>
<td>Ungram, int</td>
<td>890 (59)</td>
<td>1040 (54)</td>
<td>580 (30)</td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, no int</td>
<td>-</td>
<td>.19 (.03)</td>
<td>.14 (.03)</td>
</tr>
<tr>
<td>Gram, int</td>
<td>-</td>
<td>.18 (.03)</td>
<td>.16 (.03)</td>
</tr>
<tr>
<td>Ungram, no int</td>
<td>-</td>
<td>.16 (.03)</td>
<td>.09 (.02)</td>
</tr>
<tr>
<td>Ungram, int</td>
<td>-</td>
<td>.15 (.03)</td>
<td>.10 (.02)</td>
</tr>
</tbody>
</table>

**Table 6:** Table of means (in ms where applicable) for reflexive conditions in Experiment 1 for first pass, total time, and probability of regression. Standard error by participants is shown in parentheses.

<table>
<thead>
<tr>
<th>Reflexives</th>
<th>β</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First pass</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram</td>
<td>50.7</td>
<td>10.5</td>
<td>0.0001</td>
</tr>
<tr>
<td>Intr</td>
<td>-3.6</td>
<td>10.6</td>
<td>0.73</td>
</tr>
<tr>
<td>GRAM×INTR</td>
<td>-6.3</td>
<td>21.1</td>
<td>0.79</td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram</td>
<td>111.2</td>
<td>19.4</td>
<td>0.0001</td>
</tr>
<tr>
<td>Intr</td>
<td>-2.5</td>
<td>19.4</td>
<td>0.89</td>
</tr>
<tr>
<td>GRAM×INTR</td>
<td>1.1</td>
<td>38.8</td>
<td>0.96</td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram</td>
<td>-.494</td>
<td>.207</td>
<td>0.02</td>
</tr>
<tr>
<td>Intr</td>
<td>-.055</td>
<td>.207</td>
<td>0.79</td>
</tr>
<tr>
<td>GRAM×INTR</td>
<td>-.288</td>
<td>.415</td>
<td>0.49</td>
</tr>
</tbody>
</table>

**Table 7:** Summary of fixed effects for best-fit models on reflexive conditions in Experiment 1 at the critical reflexive region, including p-values (derived by Monte Carlo simulation for first pass and total time measures). First-pass and total time coefficients are in milliseconds.
Singular head, singular interferer, grammatical
1 The new executive who oversaw the middle manager apparently doubted himself on most major decisions.

Singular head, plural interferer, grammatical
2 The new executive who oversaw the middle managers apparently doubted himself on most major decisions.

Singular head, singular interferer, ungrammatical
3 The new executive who oversaw the middle manager apparently doubted themselves on most major decisions.

Singular head, plural interferer, ungrammatical
4 The new executive who oversaw the middle managers apparently doubted themselves on most major decisions.

Plural head, singular interferer, ungrammatical
5 The new executives who oversaw the middle manager apparently doubted himself on most major decisions.

Plural head, plural interferer, ungrammatical
6 The new executives who oversaw the middle managers apparently doubted himself on most major decisions.

Plural head, singular interferer, grammatical
7 The new executives who oversaw the middle manager apparently doubted themselves on most major decisions.

Plural head, plural interferer, grammatical
8 The new executives who oversaw the middle managers apparently doubted themselves on most major decisions.

Table 8: Summary of reflexive conditions in Experiment 2. Regions included in the analysis are underlined.
### Table 9: Table of means (in ms where applicable) for reflexive conditions with a singular head noun in Experiment 2, for first pass, total time, and probability of regression. Standard error by participants is shown in parentheses.

<table>
<thead>
<tr>
<th>Singular Head</th>
<th>NP1</th>
<th>NP2</th>
<th>Critical</th>
<th>Spillover</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Pass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, sing</td>
<td>586 (28)</td>
<td>611 (25)</td>
<td>292 (11)</td>
<td>676 (44)</td>
</tr>
<tr>
<td>Gram, pl</td>
<td>585 (29)</td>
<td>678 (32)</td>
<td>302 (13)</td>
<td>708 (42)</td>
</tr>
<tr>
<td>Ungram, sing</td>
<td>604 (30)</td>
<td>656 (31)</td>
<td>327 (12)</td>
<td>664 (44)</td>
</tr>
<tr>
<td>Ungram, pl</td>
<td>604 (28)</td>
<td>670 (32)</td>
<td>345 (16)</td>
<td>696 (38)</td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, sing</td>
<td>857 (63)</td>
<td>957 (50)</td>
<td>452 (24)</td>
<td>882 (61)</td>
</tr>
<tr>
<td>Gram, pl</td>
<td>872 (74)</td>
<td>1029 (56)</td>
<td>444 (20)</td>
<td>886 (56)</td>
</tr>
<tr>
<td>Ungram, sing</td>
<td>905 (57)</td>
<td>1050 (59)</td>
<td>574 (41)</td>
<td>952 (71)</td>
</tr>
<tr>
<td>Ungram, pl</td>
<td>956 (65)</td>
<td>1151 (64)</td>
<td>605 (32)</td>
<td>968 (54)</td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, sing</td>
<td>-</td>
<td>.24 (.03)</td>
<td>.13 (.03)</td>
<td>.57 (.04)</td>
</tr>
<tr>
<td>Gram, pl</td>
<td>-</td>
<td>.19 (.03)</td>
<td>.09 (.02)</td>
<td>.47 (.05)</td>
</tr>
<tr>
<td>Ungram, sing</td>
<td>-</td>
<td>.19 (.02)</td>
<td>.15 (.03)</td>
<td>.64 (.05)</td>
</tr>
<tr>
<td>Ungram, pl</td>
<td>-</td>
<td>.21 (.03)</td>
<td>.12 (.02)</td>
<td>.67 (.04)</td>
</tr>
</tbody>
</table>

### Table 10: Table of means (in ms where applicable) reflexive conditions with a plural head noun in Experiment 2, for first pass, total time, and probability of regression. Standard error by participants is shown in parentheses.

<table>
<thead>
<tr>
<th>Plural Head</th>
<th>NP1</th>
<th>NP2</th>
<th>Critical</th>
<th>Spillover</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Pass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, sing</td>
<td>681 (46)</td>
<td>651 (27)</td>
<td>311 (11)</td>
<td>742 (57)</td>
</tr>
<tr>
<td>Gram, pl</td>
<td>688 (38)</td>
<td>655 (35)</td>
<td>306 (11)</td>
<td>686 (42)</td>
</tr>
<tr>
<td>Ungram, sing</td>
<td>683 (39)</td>
<td>621 (24)</td>
<td>297 (10)</td>
<td>684 (52)</td>
</tr>
<tr>
<td>Ungram, pl</td>
<td>665 (35)</td>
<td>695 (25)</td>
<td>309 (15)</td>
<td>707 (46)</td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, sing</td>
<td>933 (62)</td>
<td>991 (46)</td>
<td>486 (21)</td>
<td>930 (86)</td>
</tr>
<tr>
<td>Gram, pl</td>
<td>967 (65)</td>
<td>1051 (66)</td>
<td>508 (26)</td>
<td>909 (79)</td>
</tr>
<tr>
<td>Ungram, sing</td>
<td>1046 (70)</td>
<td>1053 (56)</td>
<td>513 (26)</td>
<td>971 (70)</td>
</tr>
<tr>
<td>Ungram, pl</td>
<td>1077 (78)</td>
<td>1125 (57)</td>
<td>494 (27)</td>
<td>943 (77)</td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gram, sing</td>
<td>-</td>
<td>.17 (.03)</td>
<td>.13 (.02)</td>
<td>.52 (.04)</td>
</tr>
<tr>
<td>Gram, pl</td>
<td>-</td>
<td>.22 (.03)</td>
<td>.15 (.02)</td>
<td>.58 (.05)</td>
</tr>
<tr>
<td>Ungram, sing</td>
<td>-</td>
<td>.24 (.03)</td>
<td>.15 (.03)</td>
<td>.59 (.05)</td>
</tr>
<tr>
<td>Ungram, pl</td>
<td>-</td>
<td>.18 (.04)</td>
<td>.18 (.04)</td>
<td>.61 (.05)</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
<td>SE</td>
<td>( p )</td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------</td>
<td>-----</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td><strong>First pass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEAD</td>
<td>-11.7</td>
<td>7.6</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>PLUR</td>
<td>9.7</td>
<td>7.6</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>17.7</td>
<td>7.6</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>HEAD*PLUR</td>
<td>-9.1</td>
<td>15.2</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>HEAD*GRAM</td>
<td>-44.0</td>
<td>15.2</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>GRAM*PLUR</td>
<td>12.0</td>
<td>15.2</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>HEAD*GRAM*PLUR</td>
<td>6.2</td>
<td>30.3</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td><strong>Total Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEAD</td>
<td>-20.9</td>
<td>15.4</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>PLUR</td>
<td>8.3</td>
<td>15.4</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>76.2</td>
<td>15.4</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>HEAD*PLUR</td>
<td>-4.3</td>
<td>30.9</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>HEAD*GRAM</td>
<td>-144.9</td>
<td>30.9</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>GRAM*PLUR</td>
<td>-3.3</td>
<td>30.9</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>HEAD*GRAM*PLUR</td>
<td>-91.0</td>
<td>61.7</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td><strong>Pr(Regression)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEAD</td>
<td>0.242</td>
<td>0.158</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>PLUR</td>
<td>-0.025</td>
<td>0.158</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>GRAM</td>
<td>0.256</td>
<td>0.158</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>HEAD*PLUR</td>
<td>0.452</td>
<td>0.316</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>HEAD*GRAM</td>
<td>-0.188</td>
<td>0.316</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>GRAM*PLUR</td>
<td>0.080</td>
<td>0.316</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>HEAD*GRAM*PLUR</td>
<td>-0.114</td>
<td>0.631</td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>

**Table 11:** Summary of fixed effects for best-fit models at the critical reflexive region in Experiment 2, including \( p \)-values (derived by Monte Carlo simulation for first pass and total time measures). First-pass and total time coefficients are in milliseconds.
Table 12: Mean percentage of retrieval error across parameter settings for agreement models, reflexive models with agreement cues (+Agr), and structured reflexive models (-Agr).

<table>
<thead>
<tr>
<th>Model</th>
<th>[+gram,-intr]</th>
<th>[+gram,+intr]</th>
<th>[-gram,-intr]</th>
<th>[-gram,+intr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement</td>
<td>9.6%</td>
<td>5.1%</td>
<td>9.5%</td>
<td>21.9%</td>
</tr>
<tr>
<td>Reflexives (+Agr)</td>
<td>6.0%</td>
<td>3.9%</td>
<td>5.0%</td>
<td>11.4%</td>
</tr>
<tr>
<td>Reflexives (-Agr)</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
<td>1.7%</td>
</tr>
</tbody>
</table>