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A fundamental property of the speech signal is its intrinsic directionality in time. Spoken utterances are spread out along the time line, moving necessarily from beginning to end, in a way that is not true of written language. This directionality of the speech input is strongly reflected in the claims made by the cohort model of spoken word recognition for the manner in which speech inputs are mapped onto the representations of word forms in the mental lexicon (Marslen-Wilson, 1984, 1987; Marslen-Wilson & Tyler, 1980; Marslen-Wilson & Welsh, 1978; Tyler, 1984; Tyler & Wessels, 1983; Warren & Marslen-Wilson, 1987).

The cohort model of word recognition stresses the sequential and continuous nature of the mapping between the speech input and mental representations of word forms. This emphasis is closely tied up with the concept of a cohort and its implications for the properties of the on-line lexical decision space. In particular, according to the cohort model, the decision space is determined by the beginnings of words. The speech input at the beginning of the word maps onto all lexical items that share the same initial sequence. This initial set of candidates is termed the word-initial cohort, and the subsequent process of word recognition is determined by the way in which different sources of constraint—both sensory and contextual—operate on the membership of this set.

This emphasis on the beginnings of words has been widely disputed. The criticisms have been developed along two fronts. The first kind of criticism is based on the belief that the sensory input in fluent speech cannot guarantee the system reliable information about word onsets. A cohort-based recognition process would run into trouble whenever the information at word beginnings was inadequate, and this would happen far too often for such a system to be workable. A favorite example is the system’s difficulties with items like “shigarette” or “dwibble,” in contrast to the alleged ability of human listeners to recognize such items with no trouble at all (e.g., Grosjean, 1985; Norris, 1981; Salasoo & Pisoni, 1985). Furthermore, as Marcus and Frauenfelder (1985) pointed out, the mental lexicon may in any case be structured to provide maximum distinctiveness not at the beginnings of words, but rather as more of the word is heard.

The second line of criticism derives from connectionist models of the mapping process, in which the directionality of the mapping is less crucial. In these models, what is most important is the overall goodness of fit between the complete stimulus and a given lexical representation, relative to the input’s goodness of fit to other potential candidates. The major representative of these models in the auditory domain is the TRACE model developed by Elman and McClelland (1986; McClelland & Elman, 1986). Directionality, in this model, is not an explicit condition on the possibility of lexical access, although there may be implicit effects of the temporal sequence in which information arrives over time, given that the word onsets are processed first. Such a model, as McClelland and Elman (1986) demonstrated in some detail, will identify an input like “bleasant” as the word “pleasant,” because the degree of overlap with the form representation of “pleasant” is high and there is no other word form in the lexicon to which “bleasant” is a better fit.
Contrasts between the cohort model and models like TRACE raise general questions about the directionality of lexical access. The purpose of the present research was to answer these questions—to find out whether there is a strong temporal directionality in lexical access and whether the on-line decision process does tolerate the late entry into the decision space of candidates that mismatch early in the word. To answer these questions we evaluated the consequences of partial matches between inputs and representations for two kinds of cases. We contrasted cases in which the partial match included the beginning of the word and cases in which it did not, that is, when there was a rhyme match. For each instance of partial match between an acoustic input and a lexical form representation, our question was the same: To what extent does this partially matching input produce activation of the word in question, and how does this activation compare with the activation of the word when there is a complete match between the stimulus and the relevant lexical form?

Previous Research

We already have information from our earlier research (Marslen-Wilson, Brown, & Zwitserlood, 1989; Zwitserlood, 1985, in press) about the effects of word-initial partial matches, that is, cases in which the input matches a given lexical representation from word onset. This research, as well as the present experiment, used a cross-modal priming task (Swinney, 1979) to measure the degree of lexical activation during the processing of spoken words. In this task subjects listen to spoken words, heard either in isolation or in sentence contexts, and simultaneously see visual probe words, which stand in some relation (usually semantic in nature) to the spoken word of interest in the experiment (e.g., Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982; Swinney, 1979). The spoken word is intended to prime the visual probe word. The subjects' task is to make some response to this visual probe—usually a lexical decision judgment—and the timing of this response is compared with a control or baseline condition.

Our reasons for using this task were twofold. First, the use of a visual probe allowed us to test during the processing of the spoken word, whereas an auditory probe could be presented only after the offset of the word. Second, the use of a cross-modal semantic probe ensured that what we were testing was activation at the lexical level, and not activation at sublexical levels of representation. For example, in the phonological priming study reported by Sliwaiczck, Nusbaum, and Pisoni (1987), in which stimuli like dress were used as primes for words like dread in a perceptual identification task, any resulting priming effect could be located either lexically or sublexically. Because the initial auditory sequence for the prime word is identical to the initial auditory sequence for the probe word, any facilitation in response to the probe could be due to repetition priming at the phoneme or feature level, without implicating the lexical level at all. In contrast, if an auditory prime, such as dog, facilitates responses to a visual probe, such as CAT, this can only be because of phenomena occurring at the lexical semantic level, because it is only at this level that dog and cat are related; they have no form parameters in common that might cause priming at a sublexical level. It is worth noting that, although the TRACE model has no semantic level of representation, McClelland and Elman (1986) recommended the cross-modal priming paradigm as a means of tracing the activation of lexical elements in a model of the type they described.

In our earlier research investigating word-initial partial matches, we used two different versions of the cross-modal priming task. In the first sequence of experiments (Marslen-Wilson et al., 1989), we presented subjects with complete spoken words, such as kapitein (meaning captain in Dutch) which shared a large initial overlap with words like kapitaal (meaning capital). The mean amount of overlap, estimated by counting the number of shared initial segments, was 3.3.

Concurrent with these spoken words, the subjects also saw visual probes, to which they were required to make lexical decision responses. In the critical conditions, the visual probes were presented at a point at which the input was still compatible with both possible words, for example, before the release of the [t] in kapitein or kapitaal. The probe was either associatively related to kapitein (e.g., BOOT, meaning ship) or to kapitaal (e.g., GELD, meaning money). Reaction times to make lexical decisions to these visual probes were compared with response times to the same probes presented in the middle of control words to which they were not associatively related. In addition, the probes were also presented at the ends of the critical words and their controls.

The results showed that both probes were facilitated, relative to the control condition, when they were presented in the middle of the spoken word. When either GELD or BOOT was presented during the [t] of kapitein, not only was the probe related to kapitein facilitated, but so also was the probe (GELD) related to the other word that was still possible at the moment that the probe was presented (i.e., kapitaal). In contrast, when the probes were presented at the end of the word, only the probe related to the word actually presented was facilitated. Thus, at the end of kapitein, BOOT was facilitated but not GELD.

This research (Marslen-Wilson et al., 1989) was originally conducted to provide evidence for the multiple activation of semantic codes early in the word recognition process, as specified in the cohort model (c.f. Marslen-Wilson 1984, 1987). From the perspective of the current research, what this research demonstrates is that a partial word-initial match between an input and a lexical representation is sufficient to activate this representation to the degree necessary to produce priming in a cross-modal task of this nature. A second set of experiments (Zwitserlood, 1985, in press) makes this point even more clearly.

These experiments also used cross-modal semantic priming to investigate multiple lexical activation during the processing of a spoken word. But they differed from the first study by presenting the spoken words in a sentence context and by presenting only fragments of these words. Subjects would hear a fragment, for example, of the word kapitein, preceded either by a constraining sentential context or by a neutral carrier phrase. We cite here only the results for the carrier phrase condition for cases in which the fragment heard (e.g., [kapi::]) was still short enough to be compatible with two
The average overlap between input and target lexical representation was 2.9 segments, counting from word onset. Under these conditions, Zwitserlood obtained a mean facilitation effect of 29 ms for the probe related to the word actually occurring (BOOT, in the kapitein case) and 36 ms for the probe (e.g., GELD) related to its close competitor (e.g., kapitaal). This compares favorably with the effect of 40 ms for probes occurring after all of the word had been presented, in which only the probe related to the word actually heard was facilitated.

We take Zwitserlood's result as confirming the effectiveness of word-initial partial matches in activating lexical representations, and we will take the size of the effect she obtained as an appropriate estimate of the sort of effect that should be looked for in a cross-modal priming experiment involving partial matches between inputs and lexical representations. We turn now to the description of such an experiment.

**Experimental Considerations**

The question at issue is whether directionality of mapping—that is, whether or not inputs match from word onset—is as important in lexical access as the total amount of input that matches a given lexical form representation. We tested this in the present study in three ways. Let us take as an example the word **honing** (meaning **honey**), which has as a close associate the word **bij** (meaning **bee**). In the first experimental condition, called the original-word condition, there was a complete match between acoustic stimulus and lexical element: Subjects heard the word **honing**, and at its offset saw the visual probe word **BIJ**, to which they made a lexical decision response. The degree of facilitation of this response—that is the amount to which the spoken word cross-modally primed the visual probe word—was assessed relative to response times to **BIJ** when it followed a word that was both semantically and phonetically unrelated to **honing**, for example, the word **pakket** (meaning **parcel**). This was the real-word control. The amount of facilitation induced by the original word, relative to this control word, was the baseline for assessing the effects in the partial match conditions.

In the first partial match condition, called the real-word rhyme condition, the target word **BIJ** was presented following a spoken word that rhymed with **honing**, in this case the word **wonig** (meaning **dwelling**). The question here concerns the relation between this rhyme prime and the form representations of **wonig** and **honing**. The representation for **wonig** will be fully activated. But will **honing**, which matches the input perfectly except for the initial segment, be activated as well? If **honing** is activated, then it will prime the visual probe **BIJ** and therefore facilitate the lexical decision response to this probe.

For the real-word rhyme condition as a whole, the average amount of overlap between the stimulus word and the word related to the visual probe was 4.5 segments, counting from the second segment on. If the simple amount of matching input is the critical variable in determining amount of activation, then a rhyming stimulus like **wonig** should facilitate responses to **BIJ** at least as much as a stimulus like [kap:ip] should facilitate responses to GELD and BOOT. The comparison condition for the real-word rhyme was, as before, responses to **BIJ** following the real-word control.

The experiment also needed to include a second partial match condition, using rhyme primes that are not real-words. This is because models like **TRACE** allow elements at the same level of the system to inhibit each other. When the lexical nodes in the system are activated on the basis of input from the phoneme level, and when this level of activation exceeds a certain threshold, they begin to inhibit their neighbors in the network. The more strongly an item is activated, the more it inhibits the level of activity of its closest competitors. This means that if a stimulus like **wonig** is heard, it will inhibit competitors like **honing**. Even if the input to the lexical level is sufficient to activate the lexical nodes corresponding to both **honing** and **wonig**, the inhibition from the item that best fits the input will reduce the level of activation of its competitors. This means that **BIJ** would only be weakly facilitated, if at all, following **wonig**.

Because of this possibility of interlexical inhibition, we needed to include a nonword rhyme condition, in which the rhyming stimulus is itself not a real-word. In the **honing** case, for example, we used the nonword rhyme **foning**. Because by definition there is no lexical node corresponding to a nonword, and there is no inhibition between levels, the presentation of **foning** cannot inhibit the bottom-up activation of **honing**. If lexical access is nondirectional, then a nonword rhyme like **foning** should facilitate responses to visual probes like **BIJ**, given the amount of matching input involved.

Two additional points need to be made. The first concerns the role of mismatch information in lexical access. A prime like **foning** not only partially matches a word like **honing** but also partially fails to match with it, since it begins with an [f] rather than an [h]. We assumed in the present study (as in **TRACE** and in recent versions of the cohort model, Marslen-Wilson, 1987) that this mismatch has no negative or inhibitory consequences for the representation of **honing**. Note that when there is mismatch late in a word, as in the kapitein/kapitaal cases, the mismatch does not itself directly inhibit or suppress the mismatching candidate. When the final syllable of, say, **kapitein** is heard, its effect is to boost the activation of **kapitein**, whereas the activation of **kapitaal** immediately starts to decay. In a model like **TRACE**, lateral inhibition from **kapitein** may then accelerate the decay of activation for **kapitaal**, but this is an effect that is mediated through the lexicon. It is not a direct effect of the mismatch on the representation with which it mismatches. What these assumptions meant for the present experiment was that nonword rhyme primes like **foning** were directly comparable, as far as the activation of their target representations was concerned, with word-initial primes like **kap**.

The second point is that it cannot be the case, given the results we already have, that partially matching nonword inputs like **foning** can cause sufficient mutual inhibition between competing candidates (such as **honing** and **wonig**).
prevent priming of semantically related visual probes. The fact that an input like [kapit] can prime the visual probes associated with both kapitein and kapitaal means that representations activated by partial inputs do not cancel each other out at the lexical level. If the generation of inhibition is based on a threshold, then partial inputs may not be sufficient to take the activation level above this threshold. There is therefore no reason, for a primarily nondirectional model, why a nonword rhyme should not prime the semantic fields associated with the lexical forms with which it partially matches.

Finally, the use of a nonword prime raises the possibility that the real-word control will not be the appropriate baseline for evaluating effects in the nonword rhyme condition. Hearing a nonword may have effects on performance over and above those of partial matching with lexical representations. To allow for this possibility, we included an additional baseline condition, the nonword control condition. Subjects also saw visual probes like BIJ presented at the offset of nonwords, such as dakket, which have no phonetic similarities with their paired nonword rhymes.

In summary, the present experiment contrasted the hypothesis that lexical access is strongly directional, so that the beginnings of words determine the entry of word candidates into the decision space, with the hypothesis that word onsets do not have a special status and that overall goodness of fit is the most important determinant of the system's behavior. To do this, we examined the priming of a visual probe in three prime conditions: the original word condition, in which the match between the input and the prime word was complete, and two partial match conditions, called real-word rhyme and nonword rhyme. Lexical decision times in these three conditions were compared with two baseline conditions (real-word control and nonword control) in which there was no match at all with the original word.

Method

Subjects

Sixty subjects participated in the experiment. They were all native speakers of Dutch and were paid for their participation. The subjects were randomly assigned to one of the experimental versions, six subjects per version.

Materials

Test items. The materials were constructed around 50 sets of rhyming pairs (such as honing/woning) and their associated visual probes. These 50 pairs were selected from a larger set of 264 words (132 pairs) for which association norms were collected in a pretest. The criteria for the selection of these materials will be described first.

The original pool of 132 pairs of rhyming words was constructed on the basis of an exhaustive dictionary search for rhyming pairs that met the following criteria: The two words were at least two syllables in length and differed only in their first segment, both members of the pair had the same form class, neither word was a recent loan word or was judged very uncommon, and both words were matched for estimated frequency of occurrence (Uit den Boogaard, 1975).

Because association norms were not available for these words, it was necessary to conduct a pretest, in order to have a basis for selecting visual probes for use in the cross-modal priming task. The 264 words (132 pairs) were presented in written form to 60 subjects in a free-association test. The subjects were asked to write down as a response the first word that came to mind when they read each word.

Given the resulting associations, we could find 50 rhyming pairs that had appropriate associates. The criteria used for selecting the associates were (a) an overall associative strength of 10 or more responses out of 60 (i.e., more than 16%), (b) similar associative strength for both words in a pair, and (c) no semantic overlap between the associates chosen for each member of a rhyming pair. A probe like BIJ was selected not only because of its association with honing, but also because it was never given as a response to woning, the other member of the rhyming pair. On the basis of these criteria, 100 associates (one for each member of 50 pairs of rhyming words) were selected to serve as cross-modal visual probes. The mean association strength between these probes and the spoken primes was 23.6 (39%).

The mean phonetic overlap between pairs, in terms of number of shared segments, was 4.5. The 50 rhyming pairs had the following syntactic properties. In 39 pairs, both words were nouns; 9 pairs were verbs (in their infinitive form), and 2 pairs were adjectives. The nouns and adjectives were all two syllables in length, with one three-syllable exception. The verbs were all three syllables in length.

These rhyming pairs, with their associated visual probes, formed the basis for 100 sets of five spoken primes, with each set associated with one visual probe. These five primes corresponded to the five experimental conditions, as illustrated in Table 1.

In Condition 1 (original word), the subject heard one member of a rhyming pair (e.g., honing), followed by its associated visual probe (e.g., BIJ). In Condition 2 (real-word rhyme), the subject heard the other member of the rhyming pair (e.g., woning), followed by the visual probe (e.g., BIJ) associated with the original word.

In Condition 3 (nonword rhyme), the subject heard a rhyming nonword (e.g., foning), followed by the same visual probe. The initial segment of these nonword rhymes was made as phonetically distinct as possible from the initial segment of the original word and the real-word rhyme, within the constraints imposed by other real-words that might also rhyme with the original word. The "nonword point" for these stimuli (the point at which they diverged from existing Dutch words) was set as early as possible, and always at least two segments before the end of the stimulus (M = 2.9 segments). This ensured that the lexical item to which the nonword rhyme was the closest match was always the original word and not some other word belonging to the same cohort as the nonword rhyme. Although the initial segments of a nonword prime, such as foning, might match the beginning of a word like fonetiek, the complete nonword would be a better match to honing (or woning) than to any of its word-initial cohort members.

Conditions 4 and 5 (real-word control and nonword control, respectively) contained stimuli matched in length and syllabic structure to the test stimuli, but had no segments in common and (in the case of the real-word control) had no associative or semantic relation to the visual probe.

Table 1

<table>
<thead>
<tr>
<th>Sample Stimulus Set</th>
<th>Experimental condition</th>
<th>Spoken prime</th>
<th>Visual probe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original word</td>
<td>honing</td>
<td>BIJ</td>
<td></td>
</tr>
<tr>
<td>Real-word rhyme</td>
<td>woning</td>
<td>BIJ</td>
<td></td>
</tr>
<tr>
<td>Nonword rhyme</td>
<td>foning</td>
<td>BIJ</td>
<td></td>
</tr>
<tr>
<td>Real-word control</td>
<td>pakket</td>
<td>BIJ</td>
<td></td>
</tr>
<tr>
<td>Nonword control</td>
<td>dakket</td>
<td>BIJ</td>
<td></td>
</tr>
</tbody>
</table>
Each of the 50 such sets was matched to a parallel set (assigned to a different version of the experiment) in which the other member of the rhyming pair became the original word. *Woning*, for example, would become the original word, with the associate *HUIS* (meaning *house*) now being used as the visual probe, so that *foning* would now function as the real-word rhyme, with *foning* remaining as the nonword rhyme.

**Fillers.** One hundred fifty filler items (spoken word/visual probe pairs) were also constructed. Ninety of the spoken fillers were real-words, and 60 were nonwords, reflecting the distribution of spoken words and nonwords in the test conditions. Most of the real-word fillers were verbs and adjectives, to compensate for the fact that most spoken test words were nouns. Since most of the test words were two syllables long, the filler stimuli were either one or three syllables long. Of the 150 visual probes for the filler targets, 100 were orthographically legal nonwords and 50 were real-words. The lengths of the word and nonword filler targets matched the length of the test targets.

An additional 48 item sets were chosen for use as practice. This practice list was made up of 24 real-word and 24 nonword visual targets, in combination with spoken real-words and nonword primes.

**Design and Procedure**

The 100 stimulus sets (see Table 1) were split into two versions with one member of each probe pair assigned to each version. Within each version, the stimuli were rotated across five tapes, so that each visual probe (such as BJI) appeared only once in each tape and appeared in conjunction with all five conditions across the five tapes. The 50 test and control trials on each tape were pseudorandomly interspersed with the 150 fillers, with the fillers occurring in the same position in each tape.

The 10 experimental tapes were constructed by cross-recording from two master tapes, of the filler and test items. The master tapes were recorded by a woman native speaker of Dutch. On the second channel of each experimental tape, a timing pulse was set, concurrently with the acoustic offset of the spoken primes. This timing pulse served to trigger the exposure of the target word on a CRT screen, and to start the counter modules that registered the subjects' reaction times. The presentation time for the visual probes was 50 ms (unmasked), with a 6-s interval between trials.

The subjects were tested in groups of 2–4, each seated in separate carrels. They were instructed to listen carefully to the spoken materials on tape and to decide, as quickly as possible, whether the string of letters that was presented after each spoken stimulus was a real-word or not. On each trial, subjects heard a spoken word or nonword binaurally over closed-ear headphones, followed immediately by the presentation of the visual target for lexical decision. They responded by pressing the JA (yes) or NEE (no) button on the response box in front of them. Each test session lasted about 35 min.

**Results and Discussion**

Of the 3,000 lexical decision times we collected, 212 (7.1%) were errors (answering no to a real-word). These error responses were deleted from the matrix and replaced by the mean of the item and subject means for the relevant condition. A further 2.7% extreme values, defined as reaction times that were more than two standard deviations outside the relevant subject and item means, were replaced using the procedure recommended by Winer (1971). Item and subject means were then calculated for the five experimental conditions and entered into two one-way analyses of variance (ANOVAs), on items and on subjects, with the single factor of prime type. The $F^*_{min}$ ratio for prime type was then computed, $F^*_{min}(4, 597) = 3.423, p = .009$.

The overall results, summarized in Figure 1, are straightforward. As reflected in a Newman-Keuls test (using an error term derived from the $F^*_{min}$ ratio), only the original-word condition, in which there was complete match between the input and the word associated with the visual probe, produced significant cross-modal semantic priming effects. Comparing the original word with the real-word control condition, we obtained a facilitation effect of 32 ms, which is significant at the .01 level in the Newman-Keuls and is comparable to the effects we have obtained in other cross-modal priming studies. Zwitserlood (1985, in press), for example, obtained a 40-ms facilitation for end-of-word probes and a mean of 33 ms for midword probes.

In neither of the two partial match conditions was there any significant facilitation. For the real-word rhyme condition there was an 11-ms difference. For the nonword rhyme, depending on which baseline condition was chosen, the difference was either 10 ms (relative to the real-word control) or 4 ms (relative to the nonword control). Both real-word and nonword rhyme conditions were significantly slower than the original-word condition ($p < .05$), but did not differ from each other. In fact, the absolute reaction times for the two rhyme overlap conditions, were almost identical (547 vs. 548 ms). Given the similarity between the real-word and nonword rhyme conditions, and in order to simplify the subsequent analysis, we used the same baseline (real-word control) for both of the partial match conditions in the analyses described below.

These overall means show that the directional story is broadly correct. Primes that do not share word onsets with the relevant lexical form representations are much less effective than primes that do—whether compared with the complete match conditions in this experiment or with the word-initial partial primes used in earlier research. Other aspects of the results, however, suggest that this is not the whole story and that rhyme primes can have consequences for the activation states of the words that they partially map onto. One
hint that this might be so comes from an analysis of the correlations between response times across the different test conditions.

Looking at the overall item means, there were significant correlations between the two partial match conditions (real-word rhyme and nonword rhyme) and the complete match (original word) condition, of .38 and .47, respectively. These correlations survived in a partial correlation analysis, which factored out the component of shared variance due to the properties of the visual probe. This analysis was run using the real-word control item means as the basis for partialing out the relevant components of the shared variance. The rationale for doing this was that the real-word control primes had no phonetic or semantic properties in common with the three test conditions. Therefore, any variance that this control condition had in common with the test conditions should have been due to the properties of the visual probe. With this aspect of the shared variance factored out, there was a correlation of .28 (p = .002) between the real-word rhyme and the original-word conditions and of .34 (p < .001) between the nonword rhyme and original-word conditions. This indicates that rhyme primes do have some effect on the lexical representations of items with which they rhyme, even if this produces only a small overall increment in facilitation.

We now turn to some subsidiary analyses, designed to find out whether there were any specific conditions under which rhyme primes were more or less effective in activating lexical representations. We look first at the effects of amount of overlap, measured in segments, between the rhyme primes and the original words. Even though the average number of overlapping segments (4.5) was greater than in either of the word-initial partial match experiments described earlier (Marslen-Wilson et al., 1989; Zwitserlood, 1985, in press), it could be argued that the rhyme primes did not match lexical representations quite as well as the simple count of segments would suggest. In particular, the coarticulation of the initial (mismatching) consonant with the following vowel might make at least the onset of the vowel a poor fit to the relevant lexical representation. This is consistent with some recent results by Warren and Marslen-Wilson (1987) and with the version of TRACE described by Elman and McClelland (1986).

Amount of Segmental Overlap

We were able to evaluate the role of amount of overlap by reanalyzing the results we already had, given the large number of items used and the range of different lengths that they covered. In fact, it was possible to subdivide the stimulus sets into four major overlap categories, ranging from three segments overlapping (as in herrie/merrie/lerrie) to six or more overlapping (as in handelen/wandelen/jandelen). The number of items in each overlap group varied as follows: For the three, four, five, and six-or-more groups, the number of items was 16, 48, 12, and 16, respectively. Even on the most conservative estimate of the amount of effective overlap, the large-overlap groups would provide at least as much matching input as the word-initial partial primes in earlier experiments, which averaged between 2.9 and 3.3 segments overlap.

The test–control difference scores for the items in the four groups were entered into an unequal-N ANOVA, with the factors length (three, four, five, and six or more shared segments) and prime type (original word, real-word rhyme, nonword rhyme). In this and all subsequent post hoc analyses, subsets of items are compared. Since the original design was fully counterbalanced, subjects did not contribute to each item in each condition. Therefore, all analyses were based on the item means only, normalized for subject variation. We excluded from this data set eight items that had high error rates, leaving 92 sets. As Figure 2 shows, the results were clear-cut. There was a significant effect of prime type, F(2, 176) = 8.16, p < .001, with the amount of facilitation averaging 20 ms more for the original word than for either of the two rhyme primes. But there was no effect of length, F(3, 88) = 1.33, and no interaction with prime type (F < 1). The two partial-match conditions, which behave in very similar ways across duration groups, are collapsed into one group in Figure 2. The amount of facilitation did vary across length groups, but this pattern seemed to have nothing to do with the length variable per se, and did not interact with type of prime.

These results make it unlikely that the failure of rhyme primes to produce facilitation was because they did not provide amounts of matching input comparable to the word-initial primes discussed earlier (such as the [kapi] example).

Figure 2. Mean facilitation effects for full primes and rhyme primes as a function of the amount of overlap (in number of segments) between the prime and the original word. (The results for the rhyme primes are collapsed together into the partial overlap group [broken lines].

If we look at the absolute means for the complete and partial overlap conditions, then we see these did not vary at all across conditions. Going from small to large overlap, the means for the original-word conditions were 524, 523, 523, and 528 ms, respectively, and for the two partial overlap conditions (collapsed together), the means were 541, 542, 545, and 545 ms.
The longer rhyme primes, with five or six segments of overlap, provide ample amounts of matching input and yet are no more facilitating, and no closer to the original word, than the rhyme primes with only three segments of overlap.

It is also apparent from these results that the degree of activation of a lexical representation seemed to be independent of the simple amount of matching input involved. This showed up in two ways. First, there was no general increase in the overall level of facilitation for the longer overlap groups, either for the original-word group or for the two rhyme groups. Second, there was no evidence of any convergence between the complete and partial match groups as the amount of overlap increased. On a straightforward activation story, the level of activation of a lexical node (or of the array of nodes corresponding to a lexical entry) is related to the amount of excitatory input that this node receives. This predicts that the relative disparity between rhyme primes and full primes should diminish as a function of the increase in the amount of positively matching input that they had in common. We find instead that the difference between the full prime and the partial rhyme primes remained constant as the number of overlapping segments increased from three to six or more.

The Competitor Environment

In current models of lexical access, the competitor environment within which a lexical representation is activated is an important factor in determining the response of the system. There are two aspects of this competitor space that might affect the effectiveness of a rhyme prime: (a) the acoustic-phonetic distance of the initial segment of the prime from the initial segment of the word with which it rhymes and (b) the number of near competitors.

We cannot evaluate here the effects of acoustic-phonetic distance, because the rhyme stimuli were selected so as to reduce to a minimum any variation along this dimension. As far as possible, we chose the stimuli to maximize the distinctiveness of the onsets of the rhyme primes and of the original words. For almost all the item sets, the initial segment of the nonword rhyme differed from the original word in both manner and place of articulation. A similar pattern held for the real-word rhymes and the original words, with nearly 80% of the pairs having initial segments that differed in both manner and place.

The second competitor variable, which the current stimulus set does allow us to evaluate, is the overall number of competitors that a prime word had to contend with. The original stimulus sets varied in terms of the number of words in the language with which the original word rhymed. We shall refer to these words as rhyme competitors. Thirty of the sets had only 1 rhyme competitor (i.e., the matched real-word rhyme). For the other 70, the number of competitors varied from 2 to 23. For example, the word ketel (meaning kettle) had three rhyme competitors (zetel, betel, and netel).

In a model in which there is simultaneous propagation of bottom-up activation to all appropriate lexical nodes, it is possible for the number of nodes that are good matches to the input to affect how any individual node will respond. This might especially be the case for the nonword rhymes, for which the goodness of fit will be more nearly equal for all rhyme competitors. In fact, it is only for cases in which there are just two rhyme competitors that the nonword rhyme will be, strictly speaking, in the same position as the word-initial partial match stimuli used in our earlier research. (The stimuli for the word-initial overlap experiments were selected, as far as possible, so that there would be only two candidates left at the midword probe point.) Perhaps, then, this is the appropriate condition for assessing the effects of partial overlap, and not conditions in which there are many more lexical nodes competing (the mean number of rhyme competitors for the entire set was 4.5).

We therefore selected three subsets of the data: the 30 sets in which the original word had only one competitor (the real-word rhyme), the 30 sets that had the largest number of competitors (ranging from 6 to 23 and averaging 10.0), and an intermediate set of 30, in which the number of competitors ranged from 2 to 4 (M = 3.1). The test-control difference scores for the three sets were entered into a two-way ANOVA, with the factors competitor (low, intermediate, or high) and prime type (original word, real-word rhyme, or nonword rhyme). The three competitor-size groups were well matched for association value (i.e., the strength of the prime-target associative relation), with means of 23.0%, 22.4%, and 21.0% going from low to high competitor, as well as for amount of overlap (number of segments shared with the original word), with means of 4.9, 4.5, and 4.3, respectively.

There was a strong main effect of prime type, F(2, 174) = 11.612, p < .001, with the difference scores being 20 ms larger for the original-word condition. There was also a consistent competitor effect, with the advantage of test over control averaging 30 ms in the low-competitor group, and falling to 9 ms in the intermediate group and 10 ms in the high-competitor group. Although this effect was not significant on the overall analysis, F(2, 87) = 1.935, p > .10, subsequent post hoc tests (Newman-Keuls), showed significant differences between facilitation effects in the low-competitor condition and those in the other two conditions, both for the original word and for the rhyme primes (Wilcoxon, 1987). There was, however, no sign of an interaction between competitor and prime type, F < 1. The two rhyme conditions (real-word and nonword) behaved in very similar ways across competitor groups.

This overall pattern of results is illustrated in Figure 3, with the two rhyme conditions collapsed into a single partial overlap group. The results show, first, that variations in the number of competitors did not affect the advantage of full primes over rhyme primes, confirming the overall correctness of the directionality hypothesis. On the other hand, the competitor environment did seem to matter. When the spoken input was a good match to only two lexical representations, then the overall level of activation (as measured in these cross-modal probes) was higher for both the complete match and partial match conditions. For both the original-word and combined-rhyme groups, the facilitation effects differed significantly from zero. But for conditions in which the number of close competitors was larger than two, there was no effect of partial match at all. Only the scores for the original word differed significantly from zero.
The partial overlap group (broken lines). As a function of the number of rhyme competitors (low, medium, or high), there would have difficulties with that the difference in effectiveness between a rhyme prime as the amount of overlap increases. There but also a general increase in the level of facilitation induced by rhyme primes even at word-initial partial primes used in earlier research. This held true independently of the amount of overlap between a partial prime and the relevant original word. Even with words three syllables long, in which only the first consonant was mismatching, we still saw no significant overall priming effect.

This result is inconsistent with any simple global notion of the nondirectional mapping of stimulus information onto lexical representations. On any story of this sort, there should be not only an effect of rhyme primes at all levels of overlap, but also a general increase in the level of facilitation induced by rhyme primes as the amount of overlap increases. There was no sign of this in the present data; nor was there any sign that the difference in effectiveness between a rhyme prime and the original word diminished with increasing overlap.

Furthermore, there was no detectable effect of the lexical status of the rhyme prime. In terms of their effectiveness or ineffectiveness as partial primes, the real-word and nonword rhyme stimuli behaved in the same way throughout. Although a model like TRACE could account for the absence of any partial match effects for the real-word rhymes (via the mechanisms of lateral inhibition), it would have difficulties with the absence of any effect for the nonword rhymes as well.

In general, the results suggest that word onsets do have a special status in spoken word recognition. Perceptually, sequences that mismatch at word onset do not seem to enter normally into the on-line decision space. Even in the maximal overlap conditions, the rhyme prime never catches up with the original word. It is never, apparently, treated as if it were the original word. Although the listener may be able to determine, on-line, that the nonsense word pleasant is intended as a token of the string pleaseant, this does not mean that the perceptual experience of pleasant is substituted for the percept of the mispronounced token; nor does it mean that this overriding of the original mispronunciation is without cost for the processor.

Evidence for Late Entry

Accompanying the dominant effect of directionality there were, nonetheless, signs that under certain conditions rhyme primes could have detectable priming effects, that word-initial mismatch does not provide an absolute block to entry into the decision space. This showed up, first of all, in the small but significant correlations between responses to the original word and responses to the rhyme primes, even after components of shared variance due to the visual probe had been factored out in a partial correlation analysis. The subsequent analyses suggest that this effect was strongest in the stimulus conditions in which the original word had only one rhyme competitor. Under these conditions, there was an across-the-board increase in the amount of facilitation of the visual probe, so that there was a significant effect not only for the original word but also for the two rhyme primes (see Figure 3).

The current data do not tell us exactly how to interpret this evidence for late entry nor why it interacts with the density of the competitor environment. One possibility is that the enhancement in sparse competitor environments reflects some form of gang effect (McClelland & Rumelhart, 1981), where the overall level of inhibition in the system rises as a function of the number of candidates that are active at any given moment. A second possibility focuses on the phonological similarity between the onsets of rhymes and targets. In particular, the increased effectiveness of the nonword rhymes in the low-competition environments may reflect the increased likelihood that the rhyme prime will be more similar to the original word than to any of its rhyme competitors.

Neither of these accounts is completely successful, however, in accounting for the full pattern of results. Although it is likely that the effects at least partially reflect the relative phonological distance between rhymes and original words, this is a possibility that will have to be evaluated in future research, using stimuli explicitly designed to vary along this dimension.

Information and Representation

Finally, we should consider three further accounts, each of which requires some reconsideration of the basic assumptions on which we conducted this research. The first of these concerns the ways in which different systems handle the occurrence of a mismatch between an input and a lexical representation. We assumed here that a mismatch has no negative or inhibitory effects, so that a word-initial mismatch
simply means the absence of positive input for the segment involved. There are some grounds, however, for treating the mismatch between an input and a representation as more than just the absence of a match and allowing it, instead, to have long-term negative effects. This would simplify the interpretation of the current results.

The available data for mismatches late in a word suggest that this information has a strong and immediate effect on the status of the word in question as an active candidate. In research using pairs of the kapitein/kapitaal type (Marslen-Wilson et al., 1989; Zwitserlood, in press), facilitation of a cross-modal semantic probe dropped off rapidly as soon as disconfirming information became available. Although [kapi] facilitated probes related to both kapitein and kapitaal, the sequence [kapitey] facilitated only the matching candidate (kapitein); the competitor appeared to be immediately dropped. Analogously, Slowiaczek and Pisoni (1986) found that auditory primes like dress, followed at a 50-ms delay by auditory targets like dread, had no facilitatory effects on their targets (although in this case, of course, the research was looking at phonological rather than semantic priming).

These results are consistent with the view that mismatch information has a directly inhibitory effect. What the current research suggests is that if these effects are inhibitory, they remain in effect for the full duration of the word. Even for very long, multisyllable rhyme primes, there was no sign that the system was losing sight of the fact that the initial segment did not match. We might envisage, then, a processing system that, on the one hand, allows the mapping of the input onto all representations to which it matches, even if the match is only a partial one. On the other hand, however, because the system maintains a representation of the complete pattern of matches and mismatches between the input and the set of lexical representations that are currently active, it will not lose track of the fact that a mismatch has occurred. It does not confuse mobility with nobility, nor does it perceive dwibble as a token of dribble. This allows it to generate the results we have observed here.

The second possibility concerns the extent to which a nondirectional model, such as TRACE, could in fact account for the present results. Although TRACE is not explicitly directional in its approach to lexical access, it does have an intrinsic directionality, in the sense that speech is ordered in time, so that word onsets are heard first. The presentation of TRACE in McClelland & Elman (1986) may underestimate the significance of this temporal ordering in determining the behavior of the system. Elman (personal communication, October 29, 1987) has since run some additional simulations using nonword inputs like [biss] and [wist], which partially match the word-beast either word-initially (as in [biss]) or word-finally (as in [wist]). In each case, there is three segments overlap with the relevant lexical representations. Elman finds that the word-initial partial input strongly activates beast, whereas the rhyming partial input is very ineffective in activating this word, because of competition from other real-words that are activated word-initially by the sequence [wi].

This raises the interesting possibility that directionality effects can be accommodated in a processing model simply as a consequence of the temporal order in which information arrives. This would reinforce the attractiveness of TRACE as a realization of a cohortlike recognition process. To evaluate this properly, however, we need a systematic investigation of how TRACE performs over the full range of stimulus types used in this experiment, with the appropriate contrasts in amount of overlap and types of competitor environment. In particular, it will be important to establish whether TRACE shows the same lack of sensitivity to the amount of stimulus overlap as we found in the present experiment for human listeners (see Figure 2).

The final possibility concerns the properties of the lexical representations themselves. The assumption of nondirectionality in processing requires the assumption of nondirectionality in representation. In common with almost all other research on speech processing and lexical access, the present experiments were based on the assumption that the abstract representation of lexical form is a sequence of independent representational units (such as segments), strung together like a string of beads. The representation itself, on this assumption, has no intrinsic sequential structure, so that any directionality in access is imposed from outside, by the properties of the processing system.

But one should also consider the possibility that the mental representation of lexical form does have intrinsically directional properties, so that there are sequential dependencies in the representation. Independent of any assumptions about the properties of the access process, these dependencies will impose a penalty on any stimulus input that does not enter the representational space at word onset. We have suggested that the processing system may need to operate in terms of the complete patterning of the input over the representational space. If this representation in some way captures the abstract properties of lexical forms as dynamic patterns in time, then it may be that these patterns can only be fully satisfied by inputs that share the same complete trajectory. In other words, we should think at least as carefully about the properties of representations as we do about the processes that map onto them.
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