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Abstract Presupposition triggers are linguistic expressions whose use is reliably correlated with some content that the speaker presupposes, or takes for granted. This has implications for how presupposition triggers can be used within a discourse and the behavior of presupposed content diverges from that of asserted content in predictable ways. How do children acquire presupposition triggers; how do they figure out which words are reliably associated with presuppositions? What kind of evidence is useful for discovering presupposed, as opposed to other content, and will this evidence differ based on the properties of a trigger? One intuitive possibility is that children uncover presupposed content by directly tracking what speakers presuppose when using presupposition triggers. This strategy may fail for triggers where the presupposition is not systematically supported in context, as with “soft” presupposition triggers (Abusch 2010). In this paper, we ask how children acquire the soft trigger know and its close relative think. Know and think both express belief, but differ in their veridicality and factivity. Veridical verbs like know entail the truth of their complements while non-veridicals like think do not. Factive verbs like know furthermore presuppose the truth of their complements, while non-factives like think do not. How do children figure out such subtle differences between the verbs? We examine a corpus of child-directed speech to see what cues could help

* We thank Pranav Anand, Peter Carruthers, Daniel Harris, Paul Harris, Nick Huang, Ellen Lau, Shevaun Lewis, Paula Rubio-Fernandez, Evan Westra, Alexander Williams and Aaron Steven White for helpful discussion, as well as audiences at University of Maryland, University of Pittsburgh, ZAS, Central European University, Harvard University, University of Pennsylvania, ENS, MACSIM 6, BUCLD 41, LSA 2017, MINSIM, SALT and the members of the UMD Project on Children’s Language Development. Special thanks go to Grace Hynes and Rebecca Magazine for assistance with data collection. At UMD, this work was supported in part by an NSF BCS grant (1124338) to V. Hacquard and J. Lidz, and an NSF doctoral dissertation improvement grant (1628110) to V. Hacquard, J. Lidz and R. Dudley. At ENS, this work was supported in part by ANR-11-0001-02 PSL* and ANR-10-LABX-0087 IEC.
children differentiate verbs like know from those like think. We show that speakers use think and know in ways that cast doubt on the feasibility of tracking (i) what speakers take to be false in order to pick up on the non-veridicality of think, and (ii) tracking what speakers presuppose to pick up on the factivity of know. We show that there are, however, more reliable indirect cues from the syntactic distribution and the discourse functions of think and know. Ultimately, the learnability issues that arise from the way speakers use these verbs in speech to children favor pragmatic over semantic accounts of how know gets associated with its presupposition. They further suggest that children may need to rely on rather indirect distributional cues from syntax and pragmatic function — which correlate with differences in factivity and veridicality between the two verbs — to acquire these meaning differences.
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1 Introduction

In this paper, we take a step towards resolving how children acquire presupposition triggers, and whether this process is dependent on the properties of a given trigger, by articulating and testing hypotheses about how children might acquire one representative trigger, the factive verb know. Aside from the usual word learning challenges of mapping sound to meaning (Clark 1995), presupposition triggers present some additional challenges. Children need to identify the content which is conventionally associated with a word and determine along which dimensions it should be packaged into their representation of the word. There is no systematic morphological cue that a particular expression is a presupposition trigger. So there must be some aspect of children’s experience with a presupposition trigger that indicates its status as a trigger. When and how do children figure out which linguistic expressions are associated with presuppositions? The acquisition literature typically focuses on the when question (Falmagne et al. 1994, Léger 2008, Syrett et al. 2009, Berger &
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Höhle 2012, Jasbi 2015, among many others), and remains mostly silent on the **how** question (see Schulz 2003 for a notable exception).

In the formal semantics literature, when the **how** question is broached, the assumption is that children figure out presupposed content by directly tracking what speakers presuppose when using presupposition triggers (see for instance Matthewson 2006).

(1) Pay attention to everything that speakers presuppose and notice that whenever expression X is used, $p$ is always common knowledge. Conclude that $p$ is a presupposition triggered by X.

The **direct** route in (1) is essentially an extension of the associationist view of how the mapping problem is solved for non-presupposed content. To illustrate with a basic, non-presuppositional example: children can map the meaning APPLE to the form *apple* because it is uttered in the presence of apples. But even for *apple*, this is not a trivial task, as familiar issues of induction arise (Goodman 1955, Quine 1960, Kripke 1982), as well as empirical issues: we often talk about objects when they are not present (e.g. *Would you like an apple for your snack?*), and even when present, they are usually embedded within complex scenes (e.g., *We have an apple somewhere in this fridge*). Taking this strategy for presupposition triggers raises further conceptual and empirical issues.

The new conceptual issues arise because the evidence needed for (1) is different in kind from the evidence needed for cases like *apple*. Presupposed content is generally backgrounded. It is not the topic of discussion and less attention is drawn to it as a result. Noticing it requires not only keeping track of the environment, but also the mental states of the conversational participants. Some (and perhaps
all) presuppositions might thus fly under the child’s radar. And even noticing a reliable association with speaker presuppositions does not determine that these associations should be conventionally encoded, given that many reliable associates of word use are not so encoded (e.g., being made up of molecules is not part of our representation of chair even if it were true of all chairs that we use the word to describe). Furthermore, nothing in the grammatical form of a trigger reveals its status as a trigger in the same way that being a noun, for example, reveals that apple might denote an object kind (except perhaps in the case of a few triggers, such as focus phenomena). Can children sidestep or overcome these challenges to figure out which background assumptions to associate with particular linguistic expressions?

The new empirical issues center on whether the necessary correlations between trigger use and speaker presuppositions are available in the input. The direct strategy in (1) is useful to the extent that these speaker presuppositions are all and only those reliably triggered in children’s experience. But speakers make all kinds of presuppositions when they speak, and many of these presuppositions are not conventionally associated with any particular expression (Stalnaker 1977). Moreover, some presuppositions are not identifiable as such. For example, the presuppositions of “soft triggers” (Abusch 2010) seem to be more easily defeasible than that of other triggers (Abusch’s “hard triggers”). Soft triggers allow “informative” uses where their typical presupposed content is not part of the common ground, at least in adult speech. How are soft triggers used in speech to children? If speakers fail to reliably presuppose the relevant presupposition with soft triggers, such a direct route as (1) may not be tenable, and children may need to rely on other — more indirect — routes to identify the trigger.
In this way, acquisition can bear on a main issue that presupposition raises for formal semantics: **the triggering problem**, or the problem of how to account for the sources of different presuppositions. Do they have semantic sources, in virtue of being lexically encoded as an arbitrary component of meaning? Or do they have pragmatic sources, being dependent on other, non-presuppositional, aspects of meaning? Like theorists, children must address this problem in acquiring their native language. If we can understand how they tackle it, we might start to find our solutions as well. We assume that—all else equal—semantic theories, in virtue of requiring arbitrary encoding, will demand that the learner be able to access such direct evidence as required by (1). Additions to lexical entries should require some burden of proof, or reach some threshold of confidence, perhaps based on strong correlations with use of the lexical item. If this were not the case, we might expect lexical entries to have residues of all kinds of things that are incidentally weakly correlated with use of the item. In the case of presuppositions triggers, we should therefore expect semantic theories to capture triggers whose presuppositions regularly project, are supported in the discourse, etc. But what about for triggers where this is not the case? For such triggers, pragmatic accounts of presupposition should be more explanatory; since pragmatic presuppositions are not independent of other aspects of meaning and arise given general pragmatic principles or biases that the learner has about backgrounding calculi, the threshold may not be so high, and indirect evidence may suffice.

In this paper, we set the conceptual issues discussed above to the side and try to get some traction on the empirical issues discussed above: what information sources might be reliable for the mapping of presupposition triggers in language acquisition?
As a case study, we examine the cues that could help children identify presupposition triggers by focusing on *know*, which is a **factive** verb and thus taken to presuppose that the proposition expressed by its complement is true (Kiparsky & Kiparsky 1970, Stalnaker 1977). We focus on *know* because it patterns with soft triggers in some ways and with hard triggers in others, and because it is particularly frequent in speech to children (MacWhinney 2000), as compared to other presupposition triggers. Furthermore, there is another high frequency attitude verb, *think*, which is closely related to *know* but is non-factive, and can serve as a comparison case.

*Know* and *think* can both be used to describe a subject’s beliefs. But only *x thinks p* sentences such as (2) can be used to describe false beliefs, while *x knows p* sentences like (3) necessarily describe “true” beliefs. Factive verbs like *know* furthermore presuppose the truth of the proposition expressed by their complements. Thus, while the speaker of both (2) and (3) can be taken to assert (4a), only the speaker of (3) must assume that (4b) is also true.

(2) John thinks that Mary is home.

(3) John knows that Mary is home.

(4) a. John has the belief that Mary is home.

  b. Mary is home.
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How do children figure out that *know* means KNOW and *think* means THINK?¹ We examine a corpus of child-directed speech to see what cues children hear in the input to address this question.

Under a semantic account of the triggering problem for factivity, the factive presupposition is an arbitrary component. Thus, directly tracking the contrast in what speakers presuppose when they use *know* vs. *think* should be required to discover the factivity distinction between the verbs. Under a pragmatic account, factivity is a consequence of veridicality: *know*, unlike *think*, is associated with a veridicality entailment, which gets backgrounded for pragmatic reasons. Thus, observing the veridicality contrast between the two verbs might be sufficient to uncover the factivity contrast between them.

As we will see, direct evidence to either contrast is sparse in the input. Direct cues to veridicality and factivity rely on tracking the discourse status of the proposition expressed by the complement: Is it true or false? Is it taken for granted or not? The veridicality contrast may be obscured by the many “assertive” uses of *think* — where the speaker endorses the truth of the complement — if they lead children to think that the verb does not report false beliefs. The factivity contrast may be obscured by the many “informative” uses of *know* — where the relevant presupposition is not supported in context — if they lead children to think that no presupposition is

¹ We focus here on *know* and *think*, because these verbs are relatively frequent in speech to children. Note, however, that the epistemic and doxastic vocabulary in English is much richer than these two verbs (e.g., believe, assume, discover, be right, be certain, be sure, be aware, etc.). As a result, the hypothesis space that the learner must navigate is large and the learning problem is more complex than mapping *know* to KNOW and *think* to THINK. But, even focusing in on the narrow contrast of *know* and *think*, we will see that figuring out the differences between them is not trivial given the kind of experiences that children have with these words.
triggered. As far as these discourse status cues are concerned, the verbs may be almost indistinguishable.

Given this, distinguishing think and know may require more indirect routes. We consider two other types of indirect distributional cues: (i) differences in the syntactic distribution of know and think, and (ii) differences in the kinds of discourse moves that speakers use know and think sentences to achieve. In contrast to the more direct cues above, we show that children get ample evidence for these two kinds of indirect cues. Know is a responsive verb—a verb which takes both interrogative and declarative complements—while think is not, and responsivity has long been linked to veridicality and factivity in the literature (Hintikka 1975, Ginzburg 1995, Egré 2008, among others). Children are exposed to syntactic distributions which clearly signal the (non-)responsivity of the verbs, and might thus be able to uncover the underlying meaning contrasts between know and think through a syntactic bootstrapping mechanism. Furthermore, the meaning of an expression constrains the ways that it can be used (Grice 1975). In children’s experience, think and know naturally lend themselves to different speech acts, reflecting the differences in their underlying meaning: know has interrogative discourse functions (e.g., Do you know where the toy is?) which reflect that it relates the subject to the true answer of the embedded question; think has “assertive” discourse functions (e.g., I think the toy is lost) which reflect that it expresses a commitment of the subject to the truth of the complement. They might thus be able to uncover the contrast between know and think via a pragmatic bootstrapping mechanism.

Ultimately, we will show that the learnability issues that arise from the ways parents use think and know favor pragmatic over semantic accounts of the triggering
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problem for the soft trigger *know*. Moreover, they support a bootstrapping account where learners make use of indirect cues to the meaning of attitude verbs, stemming from their observed syntactic distribution and discourse function.

The rest of the paper continues as follows: Section 2 provides a brief background on presuppositions and on factivity more specifically. Section 3 reviews what we know about children’s early understanding of *know* and *think*. We present our corpus results in Sections 4 and 5: in Section 4, we show that discourse status cues to the factivity/veridicality contrast are sparse. In Section 5, we show that the different syntactic distributions and discourse functions of *know* and *think* nonetheless provide useful, indirect cues as to the factivity/veridicality contrast. In Section 6, we compare the direct and indirect routes for *know* and *think*. We conclude in Section 7.

2 Factivity: semantic and pragmatic background

2.1 Theories of presupposition triggering

The literature on presupposition triggering asks how different expressions get to be associated with their presuppositions. Two main types of accounts have emerged. Semantic accounts, following Strawson (1950) and Frege (1948), define presuppositions according to patterns of entailment. For example, if a sentence presupposes \( p \), then the question of the sentence’s truth can only arise if \( p \) is true. Adopting this perspective, authors such as Karttunen (1974), Heim (1983), and Van der Sandt (1992) treat presuppositions as constraints imposed on the conversational context that are arbitrarily specified in the lexicon. In contrast, pragmatic accounts of presupposition treat them as constraints on what the speaker can do with a presupposition trigger and the conditions that must be met in order to felicitously and successfully utter

While the original Stalnakerian view leaves open the possibility that all presupposition triggering is pragmatic, Stalnaker himself admits that some presuppositions may need to be arbitrarily specified in the lexicon (but see Abrusán 2016). The recent pragmatic accounts all concern soft triggers, and aim at capturing the ease with which their presuppositions can be canceled, in comparison with those of hard triggers. One prominent view for hard triggers is that the presupposed content is anaphoric.

2.2 Cognitive vs. emotive factives

Facts can be roughly divided into two classes: cognitive factives and emotive factives. Cognitive factives (e.g., realize, discover, forget) take true complements, and the truth of the complement is furthermore typically presupposed ((Kiparsky & Kiparsky 1970). Cognitive factives are a prime example of soft triggers, given that their presuppositions are easily defeasible (see 5 from Karttunen 1971).

(5) If I realize later that I have not told the truth, I will confess it to everyone.

Emotive factives (e.g., regret, hate, be happy) have an additional entailment that the subject has an emotional attitude towards that complement. Emotive factives background not only the truth of their complement, like cognitive factives, but also that their subject believes the complement to be true (6).

(6) John hates that it is raining.
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While cognitive factives are generally assumed to be soft triggers, the status of emotive factives is more controversial. Abbott (2006) assumes that they are hard triggers, while Simons (2007) and Abrusán (2011) take all factives to be soft triggers.

The status of *know* is also controversial. Its presupposition seems less easily cancelable than that of cognitive factives (compare 7 to 5).

(7) If I *know* later that I have not told the truth, I will confess it to everyone.

Yet its presupposition is often not contextually-supported (8), at least in naturalistic speech between adults. Utterances of *x knows p* can be used when the addressee has no reason to take the truth of the complement for granted. Discourse initial uses of *x knows p* are felicitous and most uses of *x knows p* in speech between adults are, in fact, “informative” in that the content expressed by the complement is new information (Spenader 2003). Moreover, Simons (2007) shows that the complement of *know* can provide content which addresses the QUD, and is thus at issue (9).

Lastly, *p* does not always project out of family-of-sentences contexts with *x knows p*, as in (10) (Beaver (2010)).

(8) a. Did you *know* that John won the lottery? (uttered discourse initially)
   b. No, I didn’t. That’s amazing!

(9) a. Where was Louise yesterday?
   b. I *know* from Henry that she was in Princeton. (Simons 2007)

(10) . . . I haven’t tried this with wombats though, and if anyone discovers that the method is also wombat-proof, I’d really like to *know*. (Beaver 2010)

To make matters even more difficult for the language-learning child, the cluster of properties in (8-10) might make *know* seem no different from a non-factive verb.
like *think* — at least with respect to its status as a presupposition trigger: *Think* can also be used to provide new information (11), or address the QUD (12), and the complement of *think* can even appear to project, even when the complement of *know* does not (see 13 modified slightly from Simons et al. 2017).

(11) **I think** that Mary won the lottery! (uttered discourse initially)

(12) a. Where’s Mary?
    b. **I think** she’s at home.

(13) Q: Why is it taking Phil so long to get back here?
    A: He doesn’t *know* that the car’s parked in the garage!
    A’: He doesn’t *think* that the car’s parked in the garage!

### 2.3 Theories of factivity

Any account of cognitive factives must capture the ease with which their presuppositions are canceled. For semantic accounts, where presuppositions are conventionally associated with the factive trigger, this means that the presuppositions are often accommodated locally (Heim 1983). For pragmatic accounts, cancellation is expected because presuppositions are conversationally derived.

Several pragmatic accounts of factivity (Stalnaker 1977, Simons 2001) propose that factive sentences like (14) have (at least) two relevant entailments: a doxastic entailment (*x believes p*) that is typically foregrounded (15a) and a veridical entailment (*p*) which is typically backgrounded (15b).

(14) John *knows* that Mary is home.

(15) a. John has the belief that Mary is home.
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b. Mary is home.

For Stalnaker (1977), both of these entailments cannot be put forward at once given that they are independent of each other, so — to be orderly — one of the entailments gets backgrounded. Following Stalnaker, several authors provide accounts for why *p* gets backgrounded (Simons 2001, Abusch 2002, 2010, Abrusán 2011, Tonhauser et al. 2013, Simons et al. 2017, among others). Abrusán (2011) argues for a default grammatical main point: any entailment about the running time of the main event is “main point”, while other entailments get backgrounded, unless they are targeted by the QUD or focus. For Abusch (2002, 2010), *be aware* and *know* evoke the lexical alternative *be unaware*. Since both alternatives entail *p*, it follows that *p* is true, under the defeasible assumption that at least one of the alternatives is true. Simons et al. (2017) propose a similar account that derives the relevant alternatives pragmatically instead of lexically.

If pragmatic accounts are on the right track, they provide a a potentially easier avenue for the learnability problem as compared to semantic accounts: all that the child would need to figure out is that *x knows p* both entails *x believes p* and *p*, and could then rely on some principled pragmatic reasoning to figure out that — all else equal — *p* typically gets backgrounded. The learnability challenge would then be to figure out the (non-)veridicality of the verbs — that *x knows p* entails *p*, but that *x thinks p* doesn’t. As we will see, the actual exposure that children receive with *know* and *think* shows that even this is not trivial.
3 Children’s understanding of the (non-)factivity of think and know


3.1 Children’s understanding of belief reports

Much of the developmental literature suggests that children have difficulty understanding that think can express false beliefs until at least four years of age. Unlike adults and older children, three-year-olds typically reject a sentence like John thinks that Mary is home in contexts where Mary is not home, even if John thinks that she is (Johnson & Maratsos 1977, Wellman et al. 2001, De Villiers & Pyers 2002, Sowalsky et al. 2009, Lewis et al. 2012, Lewis 2013, Lewis et al. 2017). Thus children seem to treat think as if it were veridical, just like know.

There are two main explanations of this failure, one conceptual and one pragmatic. The traditional explanation (Wimmer & Perner 1983, and following) links it to conceptual development. Under this view, young children lack the ability to represent false beliefs (or the ability to metarepresent), and hence any linguistic expressions used to express false beliefs will not be understood in an adult-like way. However, a growing number of studies suggest that very young infants understand
Acquiring know false beliefs, when tested via implicit tasks (Onishi & Baillargeon 2005, among others). This has led to alternative, pragmatic or task-dependent explanations of these failures (Siegal & Beattie 1991, Hansen 2010, Rubio-Fernández & Geurts 2013, Helming et al. 2014). In particular, Lewis et al. (2012), Lewis (2013), Lewis et al. (2017) argue that children’s errors with think sentences are pragmatic in nature, and result from a tendency to assume that think sentences are used to indirectly assert their complement (see also Shatz et al. 1983, Diessel & Tomasello 2001). When children hear John thinks that Mary is home, they tend to assume that the speaker is indirectly asserting that Mary is home, and they reject this indirect assertion when they know that Mary is in fact not home. As we will see, this assumption may result from an input effect: most of children’s experience with think sentences involve such indirect assertion uses. In support of the pragmatic view, Lewis et al. (2012) show that increasing the salience of belief, by having two characters with conflicting beliefs, drastically improves preschoolers’ performance. Lewis et al. (2017) further show that three-year-olds can reject false think sentences based on their literal meaning, suggesting that they have access to it.

3.2 Children’s understanding of factivity

In production, factives emerge quite early. The first uses of know—which is the most frequent factive in child productions—emerge around 30 months (Shatz et al. 1983), with the first unambiguous uses of know to refer to mental states just before the third birthday, and the first uses involving unambiguously true complements emerge around the fourth birthday (Schulz 2003). However, Harris et al. (2017) suggest that at least some analyses of children’s speech underestimate how early children develop
a mature understanding of know because they exclude utterances like I don’t know from analyses, on the basis that they are merely “idiomatic negative expressions” (Shatz et al. 1983) used “to demur or withdraw from a conversation”. Harris et al. find that I don’t know is actually used in an adult-like manner to respond to information-seeking requests before the third birthday.

Some comprehension studies ask when children understand that know statements are stronger, or more informative, than think statements, either because know statements express greater certainty from the speaker or the subject, or because statements about knowledge entail weaker statements about beliefs. These studies have been taken to show that young children can’t differentiate the two verbs, but this could be due to a variety of reasons that are independent from understanding the verbs’ (non-)factivity: children could have trouble computing implicatures with these verbs at younger ages, perhaps because they don’t realize that they need to choose the more informative statement if both statements are accurate; they could have trouble making such judgments about the verbs in an explicit, verbal task; or they may not realize when think should be a relevant alternative to know (Macnamara et al. 1976, Johnson & Maratsos 1977, Abbeduto & Rosenberg 1985).

More relevant to children’s understanding of factivity, several studies probe whether children understand that verbs like know — but not non-factive think — allow the truth of their complements to project out of an entailment-canceling context like negation. These studies ask children to infer whether p is true when they hear utterances like x doesn’t know that p and x doesn’t think that p. Many of these studies suggest that younger children do not reliably infer that the complement to know is true (Harris 1975, Hopmann & Maratsos 1978, Scoville & Gordon 1980, Léger
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2008). However, Dudley et al. (2015), using a simplified task in a more naturalistic context, show that some three-year-olds do.

We see that children may start picking up on the factivity contrast between *think* and *know* as early as age 3. We now turn to what in their input might give it away.

4 Corpus study

4.1 Methodology

To investigate which cues to factivity are made available to children, we examined tokens of *know* and *think* in child ambient speech from the Gleason corpus in CHILDES (Masur & Gleason 1980, MacWhinney 2000). The Gleason corpus is comprised of conversations between 24 target children and their families recorded in the late 1970s in the Boston area. The families are all White and middle- or upper-middle-class. The ages of the target children in this corpus range from 2-5 years, with an average age about 3.5.

The corpus includes dinner conversations in the home, and two separate play sessions in a laboratory setting between the child and each parent in turn. The content of the dinner conversations was left up to the participants and varied across families. The play sessions were somewhat more uniform because each parent was required to complete three activities with their child during the session: working with a toy car that could be taken apart; reading a picture book with no words; playing with a grocery store set. Together these four activities — dinner conversations, take-apart

---

2 This specific corpus was chosen with the ultimate goal being a comparison with corpora of families from different demographic groups in future work.
car, picture book, and grocery set — should lead to a naturalistic sample of speech and allow for a good look at the typical distribution of our target verbs in the input.

Know and think were relatively frequent in this corpus. We identified 1231 tokens of know and 1156 tokens of think. On average, each child might hear know sentences 17 times per conversation and think sentences 16 times per conversation. Know occurred in 3.7% and think in 3.5% of all child ambient utterances.

4.2 Coding scheme

Our coding scheme was designed to capture syntactic features of know or think tokens as well as their relationship to the surrounding discourse. We examined the types of subjects, tense, negation, complements and types of clauses that the verbs occur with. We also examined the projective contexts that the verbs occur in and the discourse status of the information expressed by their declarative complements. The possible codes for each category are illustrated below with actual examples from the Gleason corpus. Syntax-level codes (presented in Table 1) were made based on examining the utterance in isolation and therefore in the absence of any information about the surrounding discourse.

Discourse-level codes (16-18) were made on a subset of the utterances, as applicable. For these codes, 50 lines of the preceding discourse and 5 lines of the following dialogue were examined in order to establish a discourse context against which the utterance was evaluated. In most cases, this was more than necessary to determine what code to provide.
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<table>
<thead>
<tr>
<th>Category</th>
<th>Code</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>subject type</td>
<td>1st</td>
<td>has 1st person φ-features</td>
<td>I know we'll find a place.</td>
</tr>
<tr>
<td></td>
<td>2nd</td>
<td>has 2nd person φ-features</td>
<td>You think you’re a little pig.</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>has neither 1st nor 2nd person φ-features</td>
<td>He thinks it’s a good place.</td>
</tr>
<tr>
<td>tense type</td>
<td>present</td>
<td>has present tense agreement</td>
<td>You know this room very well, huh?</td>
</tr>
<tr>
<td></td>
<td>past</td>
<td>has past tense agreement</td>
<td>I thought you liked it?</td>
</tr>
<tr>
<td></td>
<td>other</td>
<td>has neither present nor past tense agreement</td>
<td>I wanted to know if I’d heard of her doctors.</td>
</tr>
<tr>
<td>negation type</td>
<td>absent</td>
<td>has negation</td>
<td>I think the only thing to eat is mustard.</td>
</tr>
<tr>
<td></td>
<td>present</td>
<td>does not have negation</td>
<td>I didn’t know you sold books here.</td>
</tr>
<tr>
<td>complement type</td>
<td>CP-Q</td>
<td>has a non-interactive sentential complement</td>
<td>Do you think he’ll do it?</td>
</tr>
<tr>
<td></td>
<td>CP+Q</td>
<td>has an interrogative sentential complement</td>
<td>You know what these are?</td>
</tr>
<tr>
<td></td>
<td>NP</td>
<td>has a nominal complement</td>
<td>I know it.</td>
</tr>
<tr>
<td></td>
<td>PP</td>
<td>has a prepositional complement</td>
<td>She doesn’t know about it yet.</td>
</tr>
<tr>
<td></td>
<td>null</td>
<td>has no overt complement</td>
<td>I just don’t know.</td>
</tr>
<tr>
<td>clause type</td>
<td>declarative</td>
<td>occurs in a statement</td>
<td>I don’t know.</td>
</tr>
<tr>
<td></td>
<td>polar interrogative</td>
<td>occurs in a polar question</td>
<td>Do you think you can tell Rachel what you’re doing?</td>
</tr>
<tr>
<td></td>
<td>wh-interrogative</td>
<td>occurs in a constituent question</td>
<td>What do you think?</td>
</tr>
<tr>
<td>projective contexts</td>
<td>negation</td>
<td>has negation</td>
<td>I don’t think there was a single Republican who had no opposition.</td>
</tr>
<tr>
<td></td>
<td>questions</td>
<td>occurs in an interrogative clause</td>
<td>Ya know what happened?</td>
</tr>
<tr>
<td></td>
<td>modals</td>
<td>has a modal</td>
<td>Perhaps he thinks the pipe is too small for them.</td>
</tr>
<tr>
<td></td>
<td>conditionals</td>
<td>occurs in the antecedent of a conditional</td>
<td>So if Wanda thought about something, she went like this.</td>
</tr>
</tbody>
</table>

Table 1  Syntactic codes by category

**Discourse coding scheme:** discourse status of complement

(16) **old:** information that has been previously mentioned in the discourse and accepted into the common ground

...  

mother: Because they’re working in there.

mother: And they don’t want you to come there now.

mother: After when they’re finished you can come there.

father: They will be happy to have you.

sister: And me finished.

mother: I know you’re finished, Rachi.3

...

(17) **new:** information that has not been previously mentioned, or is uttered out-of-the-blue

3 example from conversation with John (4;2) at dinner, participants include the target child, his mother, his father and his sister
child: You could have hot dogs.
father: Not for breakfast.
child: Mhm.
father: Well.
father: Look.
father: I know I want some milk.4

(18) **unclear**: information that has not been explicitly mentioned and accepted into the common ground, but which could be shared by the interlocutors, because of world knowledge, family routines, children’s habits and preferences, or which could be inferred from the previous discourse.

... mother: Would you like a story?
child: What, Mama?
mother: Would you like a story?
child: Yeah.
mother: I saw a little tiny book over here.
mother: And I know you like little books.5

... All utterances were coded by the first author and a subset were checked by one of two undergraduate research assistants. Different procedures were carried out for syntax-level codes and discourse codes due to the sample sizes available. For the majority of the syntax-level coding categories, 98% or more of the tokens were included in the reliability check. Since the reliability statistics were so high for each category, only 80% or more of the tokens were included for the last two.

---

4 example from conversation with Isadora (3;7) during grocery-set play interaction, participants include the target child and her father
5 example from conversation with Victor (2;3) during picture-book play interaction, participants include the target child and his mother
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syntactic-level categories to be checked (tense-type and complement-type). For all syntax-level categories, inter-coder agreement was high ($0.99 < \kappa < 0.80$). For the one discourse-level category, 100% of the relevant tokens were included in the reliability check, given that only approximately 11% of the entire sample was eligible for discourse-level coding. For this discourse-level category, inter-coder agreement was not high ($\kappa = 0.44$). Arguably, this reflects how hard it is to track propositions within a naturalistic parent-child discourse and determine whether they express information that is part of the common ground or new to (some of) the interlocutors. We return to this issue in the results section.

### 4.3 Direct cues from discourse status of the complement

How do children figure out the two differences between *know* and *think*, namely that *know* is both veridical and factive while *think* is neither? The most direct route would be to track the discourse status of the information expressed by the complement:

(19) **Discourse status cues to (non-)veridicality**: Pay attention to everything that speakers say in using *know* and *think*, as well as what is true in the context of utterance. Observe that *p* is always true when *x knows p* is uttered, but not necessarily when *x thinks p* is uttered. Conclude that *know* entails the truth of its complement and that *think* does not.

(20) **Discourse status cues to (non-)factivity**: Pay attention to everything that speakers presuppose in using *know* and *think*. Notice that whenever *x knows p* is used, *p* is common knowledge but not whenever *x thinks p* is used. Conclude that *p* is a presupposition triggered by *x knows p* but not *x thinks p*. 

21
Laying out these potential discourse status cues immediately raises a couple issues. For one, can children even track these types of information as they unfold in conversation, and do they actively do so? For another, does the input provide a clear enough signal in order to achieve the adult-like generalization about know and think? In this paper, we focus on the second issue. Previous empirical work suggests that these cues are not likely to appear in speech to children, at least if adults speak to children in much the same way that they speak to each other (Spenader 2003, Beaver 2010), but no study to date has explicitly evaluated the reliability of cues like (19) and (20) in children’s linguistic input.

How reliable are discourse status cues to veridicality and factivity in speech to children? If the veridicality cues in (19) and the factivity cues in (20) are available, we should expect to find data like those in (21) and (22).

(21) Informative cues as to think’s non-veridicality: unlike know, think can be used to talk about false beliefs. As a result, informative cases would be utterances of sentences whose complements the speaker takes to be false.
   a. She thinks Bill is coming to the party ...but isn’t she silly?
   b. I thought Bill was coming to the party ...but then I saw his RSVP.

(22) Informative cues as to know’s factivity: as compared with $x \text{ thinks } p$ utterances, $x \text{ knows } p$ utterances should more often describe information which is familiar to the interlocutors. Projective contexts should be particularly helpful. The following cases could be helpful for noticing that uses of know presuppose or entail the truth of the complement:
   a. Bill is coming to the party! Oh, does Mary know he’s coming?
   b. Bill is coming to the party! Oh, I didn’t know he was coming!
4.3.1 Veridicality data

First, we examined whose beliefs were under discussion in using *know* and *think* by tracking the subjects that occur with each verb — as an indication of whether the conversational participants took them to be true or false. The results are given in Figure 1. We find that the verbs are most often used with subjects that refer to the conversational participants: third person subjects occurred in less than 10% of tokens for either verb. This indicates that the beliefs under discussion are typically those of the interlocutors: the speaker (usually a parent, but sometimes another family member or experimenter) and an addressee (sometimes the target child and sometimes another person present); the beliefs of someone external to the conversation are rarely discussed. Furthermore, *know* occurs primarily with second person subjects (61% of all *know* tokens), *think* occurs primarily with first person subjects (61% of all *think* tokens). These data also suggest that there is a difference in whose beliefs are discussed with *know* vs. *think*. A chi-square test of independence was performed to determine the relationship between subject-types and verbs. The relation between these variables was significant, \( \chi^2 (2, N = 2387) = 236.1, p < .00001 \). Speaker’s beliefs were discussed most with *think* and addressee’s beliefs were discussed most with *know*.

Given that *think* is most often used to express the speaker’s beliefs, we next asked how often these beliefs are described as currently held beliefs — and might thus be true, as far as a naive hearer might assume — or formerly held beliefs — which might seem false to the hearer. We thus looked at the types of tense that occurred with the verbs. The results are given in Figure 2. We find that both verbs occur most often in the present tense (95% of *know* tokens and 91% of *think* tokens). Past tense
tokens of either verb were infrequent; these forms occur in only 4% of know tokens and 8% of think tokens. This indicates that the beliefs under discussion when using either verb are most often beliefs that are currently held.

Pulling together the data discussed in this section, a particular picture of children’s experience with think emerges. Think is often used in first person tokens in the present tense. These I think p tokens (which make up 47.6% of children’s
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input with *think*) cannot be used to report a false belief. What about the rest? We’ve already seen that there are very few third person subjects, but 30% of all *think* tokens have second person subjects. Out of these *think* tokens, most are in questions, which are unlikely to report false beliefs. 13.6% of *think* tokens are questions like *What do you think?* which clearly do not report false beliefs. Another 11.9% of *think* tokens are questions like *Do you think that p?*, which are often used to ask *p?* with the assumption that the addressee might have the answer. Given that the majority of *think* tokens (approximately 75%) are these *I think p* or *what do you think?* or *do you think p?* tokens, there may be very few opportunities to observe *think* as reporting a false belief overall. See Figures 6 and 7 and accompanying discussion in Section 5.2.1 for more details on questions and the relationship to subject-types.

4.3.2 Factivity data

To determine how often speakers presuppose *p* with *x thinks p* vs. *x knows p*, we first had to isolate the relevant *think* and *know* tokens, namely those with declarative complements.6 In our corpus there were 796 *x thinks p* tokens and only 131 *x knows p* tokens.7 For more details on what other complements occur in the corpus, see Section 5.1.1.

Given that we had only 131 *x knows p* tokens (only 11% of all *know* tokens in the sample), we used all of them in the subsequent analyses, as well as an equivalent

---

6 Declarative complements were isolated because factives do not entail the truth of their complement when the complement is a noun, preposition or embedded question, and because we did not want to assume that children could resolve the right complement type for null, or non-expressed, complements.

7 We also filtered out tokens where there was no definite proposition despite having a declarative complement. These included *wh*-questions (e.g., *Who does John know is coming to the party?*) and tokens where part of the complement was unintelligible to transcribers (marked in CHILDES transcripts as “xxx”).
sample of $x$ thinks $p$ tokens (128 tokens or 11% of total think tokens). For these tokens, we examined the transcripts that they came from to determine how often $p$ expressed information that was part of the common ground, using the discourse-level coding categories discussed above. Due to disagreement between coders, data for this coding category was re-categorized to provide the most generous estimate of what information was old. As reported here, “old” data includes the union of utterances which either coder marked as old; “new” data includes the intersection of utterances which both coders marked as new, and “unclear” data includes all other utterances (i.e., those that were marked as new by one coder and unclear by the other coder). The resulting data are provided in Figure 3.

![Figure 3](image.png)

**Figure 3** Status of the complements within the sample, as a proportion of $x$ verbs $p$ tokens for each verb

Even with this generous classification, we found that the complements of both $x$ thinks $p$ and $x$ knows $p$ tokens rarely expressed information that had been previously mentioned in the conversation and accepted into the common ground. In our sample, $p$ described old information in only 15% of all $x$ knows $p$ tokens and 14% of all $x$ thinks $p$ tokens. Unclear and new tokens were far more frequent, and occurred in
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different proportions for the two verbs. For *x thinks* tokens in our sample, *p* most often described new information (59% of the tokens), while *x knows* tokens were most often unclear tokens (47% of the tokens). A chi-square test was performed to determine the relationship between the two verbs and the status of their complements. The relation between these variables was significant, $\chi^2 (2, N = 259) = 12.59, p < .002$. Declarative complements more often expressed new information with *think* than with *know*.

However, we might want to ask if these patterns—while statistically significant—are also cognitively significant for children or can help them learn something about the factivity of *know* vs. the non-factivity of *think*. Does this kind of input distribution support the learning strategy that factives have complements which express common ground information, given that *x knows* tokens are so rare, that *x thinks* tokens are so frequent, and *p* expresses “old” information at similar rates for the two verbs? To determine this, we analyzed the cue validity of a complement expressing “old” information for determining which verbs are factive. A cue validity statistic expresses the reliability of a particular cue for identifying some category as a conditional probability with a value ranging between 0 on the low end and 1 on the high end (Brunswik 1956, Gibson 1966). In our sample, the probability of getting a *know* token given an “old” token is only .15, while the probability for *think* is .85. Thus our sample suggests that using declarative complements which express common ground information as a cue to factivity would lead the learner to sooner conclude that *think* is factive than that *know* is factive, due to the similar rates of “old” tokens for the two verbs and the fact that such cases are overwhelmingly more frequent for *think* than *know*.
Furthermore, to give a sense of what children are dealing with if they rely solely on this kind of cue, we can look at how often cues like this occur. Less than 20 tokens in the entire sample were $x$ knows $p$ tokens that could be evaluated for whether $p$ is “old” information. This corresponds to 1.5% of all know tokens in this sample. If this is representative of children’s experience, then children could expect to observe 5-6 such informative examples in every 10,000 utterances that they hear. Given estimates by Akhtar et al. (2004) based on data from Hart & Risley (1995), this would amount to approximately 1,500 such utterances by the point that children are beginning to differentiate between know and think at age 3. But such calculations should be taken with a grain of salt given the nature of corpus data and the size of our sample here.

However, if we want to be more generous to these kinds of cues, we can include the “unclear” cases (18) as tokens that can be classified as common knowledge from the perspective of the child. If so, we find that know occurs more often with known information (old/unclear in 62% of $x$ knows $p$ tokens) whereas think occurs more often with new information (new in 59% of $x$ thinks $p$ tokens). Think tends to be used with complements which express new information while know tends to be used with complements that express known information. However, the cue validity statistic does not improve much with this generous grouping: the cue validity for know only rises to .20 while think’s lowers to .80.

There are also cases where know does not take an overt complement, but might still provide discourse status cues to factivity. When know occurs with a non-overt complement, it is typically either in an utterance like (23b) which serves as the answer to a question, or in an utterance like (24b) which speakers use to acknowledge
that they are aware of some fact(s). This second kind of utterance could be a relevant cue to the discourse status of know’s complement, because the content of the (elided) complement is definitely given within the discourse, to the point that it can be elided.

(23)  
   a. A: Where are my car keys?  
   b. B: I don’t know where your car keys are.

(24)  
   a. A: This screw keeps falling out.  
   b. B: I know that screw keeps falling out.

We separated this kind of context from the ones examined above with overt complements because it is not clear to us that children will consider these different cases comparable (or even be able to understand the relevance of utterances like (24b)). To see how often these cases occur in children’s input, we examined all tokens where know occurred with a non-overt complement and asked how often that token functioned as a response to a question, as in (23b), or to a previous statement, as in (24b), or had an unclear function. We find that these potentially informative utterances, “declarative” null complements such as those in (24b) are relatively rare, occurring in only 14% of tokens where know takes a non-overt complement, similar to the rate of informative cases for the overt complements discussed above.

Lastly, we examined cases where know and think occur in p-family contexts to see what kind of evidence there is for the projective behavior of know, as compared to the non-projective behavior of think. In our sample, there are no occurrences of know or think in the antecedent of a conditional, or under a modal, but there are tokens of know and think that occur in negative and interrogative contexts. Negation data is presented here in Figure 4 and question data is presented in Figure 6 in Section 5.2.1, and these two figures collapse across all tokens of each verb, so they
do not distinguish between utterances like *She doesn’t know p* and *She doesn’t know Q*. From these two figures, we can infer that the number of *x knows p* tokens which occur within such a projective environment will be rare, given the relative rarity of *x knows p* tokens overall. In fact, only about 50 *x knows p* tokens occur in such contexts, less than 5% of children’s total experience with *know*. In contrast, *x thinks p* tokens occur in projective contexts about 250 times, which makes up approximately 20% of children’s experience with *think*. Furthermore, it is possible to have instances where *x thinks p* tokens appear projective (see example in 13, in the spirit of Simons et al. 2017). These facts suggest that using projective contexts to discover the factivity contrast between the verbs is not an altogether promising route.

![Figure 4 Negation-types within the sample, as a proportion of each verb](image)

Now, there are some important caveats in considering our data. Our discourse-level coders failed to become reliable (\(\kappa = .44\)). It could be that our coding scheme was not appropriate to handle this task. It could also be that this task of tracking whether propositions are known given some prior discourse is actually quite difficult,
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given the kinds of discourses that parents and children participate in. It is suggestive that children might have similar difficulty as our coders in deciding what the status of \( p \) is when they hear *x knows p* or *x thinks p*.

### 4.3.3 Discussion of discourse status cues

In this section, we have investigated the reliability of discourse status cues to the factivity and veridicality distinctions between *know* and *think* in children’s linguistic input. We asked two specific questions: (i) how often is *think* used to describe false beliefs as compared to *know* and (ii) how often is *know* used to describe known information as compared with *think*.

In answer to the first question, we find that *think* is typically used to discuss the speaker beliefs (see Figure 1). These first person *think* sentences are rarely used in the past (Figure 2) or with negation (see Figure 4). Thus, in children’s experience, speakers are often committed to the truth of the complements of *think* (see also Diessel & Tomasello 2001, Lewis et al. 2012, among others). As a result, there may be very few instances where a child could observe that *think* can be used to describe false beliefs and is thus non-veridical.

In answer to the second question, we find a difference in how often the complement of *know* vs. *think* is old information. But this difference (approx. a 40% - 60% split under the most generous estimates) is not of the kind that we would expect if children need to use the direct route. In fact, our analyses suggest that this kind of learning strategy might lead the learner to conclude that *think* is factive over *know*, which is not consistent with findings in the acquisition literature (Dudley et al. 2015, Hacquard et al. 2016). We further find that projective contexts are rare with these *x*
knows $p$ tokens, suggesting that they might not be the most readily available context from which to learn about the factivity of *know*.

Whether children are able to make use of these subtle differences in the discourse status of the complements of *think* and *know* remains an open question for future research. For now, the fact that they are so subtle motivates looking to alternative routes for figuring out the factivity contrast between *know* and *think*.

5 Alternative cues: syntax and discourse function

Cues from the discourse status of the information provide one route to the (non-)factivity of *know* and *think*. As we saw in the previous section, such cues are present in children’s input but sparsely so. Might there be different, perhaps less direct, cues to factivity that are more readily available? As it turns out, *think* and *know* have very different distributions, both in terms of syntax and discourse function. In this section, we discuss how these differences may provide an indirect route to the (non-)factivity of *know* and *think*. Section 5.1 examines syntactic cues. We show that the two verbs differ in their syntactic distribution in the input, and sketch out an account of how children might infer the factivity contrast by exploiting these cues via a syntactic bootstrapping account. Section 5.2 examines cues from discourse function. We show that the two verbs are routinely used to perform different indirect speech acts in the input: indirect questions for *know*, indirect assertions for *think*. We sketch how children might infer the factivity contrast by exploiting these cues via a pragmatic bootstrapping account. In Section 5.3, we briefly sketch how syntactic and discourse function cues might work in tandem.
5.1 Syntactic cues and syntactic bootstrapping

The meaning of a linguistic expression may be difficult to observe. This is especially true for attitude verbs like think and know which have been hailed as some of the “hardest” words to learn based on situational context alone, given that they express mental states which are “closed to observation” (Gleitman 1990, Gleitman et al. 2005). But the syntactic distribution of an expression can be more transparent. Syntactic bootstrapping is a learning strategy that exploits principled links between a word’s meaning and its syntactic distribution (Landau & Gleitman 1985, Lasnik 1989, Gleitman 1990, Naigles 1990, Lidz 2006). A growing literature suggests that syntactic bootstrapping plays a role in verb learning as children are able to use some syntactic properties of clauses to learn about the meaning of the verbs that occur in them. For instance, verbs in transitive clauses describe events that have at least two participants (Naigles 1990, Naigles et al. 1993, Fisher et al. 1994, Naigles 1996, Yuan & Fisher 2009, Fisher et al. 2010, among many others).

With respect to attitude verbs, the syntax and semantics literature argues that there are systematic relationships between the semantics and the syntax of attitude reports (see for instance Bolinger 1968, Hooper 1975, Stowell 1981, Grimshaw 1990, Pesetsky 1991, Anand & Hacquard 2013, White et al. 2017). Recent studies have started to show that children are sensitive to the kinds of complements that an attitude verb embeds when figuring out its meaning (Asplin 2002, Hacquard et al. 2016, Harrigan et al. 2016, Lidz et al. 2016, Harrigan et al. under review). Furthermore, evidence from computational modeling shows that a virtual learner can discover information about the semantics of an attitude verb from the kinds of sentences it occurs in (White et al. 2014, White 2015, White et al. 2017). Given
this, it seems possible that children could use syntactic distributions from their input to pick up on meaning differences between *know* and *think*, provided that there are principled mappings between meaning and distribution that they would be privy to.

Some authors argue that there is a principled correlation between a predicate’s factivity and its ability to take both declarative (25) and interrogative (26) complements (Hintikka 1975, Ginzburg 1995, Egré 2008, among others). A factive like *know* takes both kinds of complements, whereas a non-factive like *think* only embeds declarative complements. Egré, for instance, posits that, for verbs which require their complements to be true (such as factive verbs), the difference between a declarative and interrogative complement is neutralized (i.e., to *know that it’s raining* is to *know whether it’s raining* and vice versa). Under this kind of account, a child could learn whether a verb is factive by observing whether it takes both declarative and interrogative complements.

(25)  John knows/thinks that Mary is home.

(26)  John knows/*thinks where Mary is.

5.1.1 Syntactic complement data

In order to look at the viability of a syntactic bootstrapping approach to learning the contrast between *know* and *think*, we examined the kinds of complements that occur with each verb. The results are shown in Figure 5.

*Know* takes declarative complements, as we saw before in Section 4.3.2, but it more often occurs with interrogative complements (52% of all *know* tokens). In contrast, *think* occurs primarily with declarative complements (85% of all *think* tokens). NP complements are very rare in this sample, occurring in 6% of *know* tokens.
tokens and 1% of think tokens (which are likely speech errors). PP complements are also rare, occurring in 4% of all think tokens and less than 1% of all know tokens. Null, or un-expressed, complements are relatively frequent, occurring in 26% of know tokens and 10% of think tokens. These are typically answers to questions (e.g., A: Where are the keys? B: I don’t know) and responses to statements (e.g., A: You left the keys in the kitchen B: I know!) but some are speech errors or refer to the process of thinking (e.g., She’s thinking right now).

![Figure 5](image_url) Complement-types within the sample, as a proportion of each verb

### 5.1.2 Discussion of syntactic cues and syntactic bootstrapping

These results suggest that, in children’s experience, the overall syntactic distribution of know differs from that of think. These differences in distribution would support a syntactic bootstrapping approach to factivity that relies on know occurring with both declarative and interrogative complements and think occurring only with declaratives.

However, a syntactic bootstrapping approach faces some issues. One issue with Egré’s specific account is that it relies on whether-complements, which are exceed-
ingly rare in speech to children; most interrogative complements are embedded \textit{wh}-questions and these are an order of magnitude more frequent than embedded polar questions. But perhaps \textit{whether}-complements are so informative that a small number of them are enough? More problematic for this bootstrapping account is that the generalization that factivity correlates with the ability to embed declarative and interrogative complements has been called into question, given its various counterexamples: Proffering verbs (\textit{say}, \textit{tell}) take questions but they are not factive (though, they can have “factive” uses, see Schlenker (2010), Anand & Hacquard (2014), Spector & Egré (2015), ?; \textit{decide} and \textit{be certain} can also take questions, but they are not factive. Some of these counterexamples may be exceptions that may not be too problematic, if they are not verbs that children learn early on, as they could be acquired piecemeal later on. However, they suggest that the ability to embed interrogatives and declaratives may only be indirectly connected with factivity, and that additional syntactic and semantic properties may be at play.

5.2 Discourse function cues and pragmatic bootstrapping

The different types of discourse moves that the verbs are used to achieve could also provide clues as to their underlying meanings. The meaning of an expression constrains the ways that it can be used (Grice 1975), so understanding how a speaker uses some word could help understand its meaning.

\textit{Know} and \textit{think} are routinely used to perform different kinds of indirect speech acts. \textit{Know} can easily be used to request information (27) and respond to information requests (27b) while \textit{think} can easily be used to make indirect assertions (28).

(27) a. Q: Do you know where my keys are?
Acquiring *know*

b. A: Sorry, I don’t know

c. A’: In the kitchen

(28) I think it’s raining.

While the literal act in (27a) is a question about the addressee’s knowledge state, it can easily be used to ask where the keys are (indirect question). Similarly, the literal act in (28) is a mere assertion about a belief state, but it can easily be used to proffer that it is raining (indirect assertion). Following Searle (1975), we can make sense of the naturalness of these indirect speech acts with *know* and *think* by tying them to the fact that they literally express different conditions on the successful performance of the indirect acts. (27a) literally expresses the preparatory condition of the indirect question: the speaker should assume that the addressee knows the answer to where the keys are. (28) literally expresses the sincerity condition of the indirect assertion: the speaker should believe that it is raining.

Such pragmatic enrichments could potentially create a further acquisition challenge, as children need to untangle pragmatic from semantic contributions. However, we would like to propose that these indirect speech acts, if systematic enough, could be a feature, and not a bug for the learner, as they could provide valuable cues about the underlying meanings of *know* and *think*, provided that children understand enough about what the speaker is trying to get across to pick up on the illocutionary force of the indirect acts in (27a) and (28) (we return to this question in section 6).

Here is how such pragmatic bootstrapping could go. Imagine that the child hears an utterance like *I VERB_1 that it’s raining*. If the child understands that the speaker is putting forward the proposition that it’s raining, she might infer that (i) VERB_1 expresses some kind of commitment (perhaps a belief) of the subject (the speaker) to
the proposition expressed by the complement (it’s raining) and (ii) that the content of the complement is presented as new information, and hence not presupposed. If she hears an utterance like *Do you VERB$_2$ what time it is?* and understands the speaker to be requesting an answer to the question *What time is it?*, she may not understand exactly what VERB$_2$ means, but she may assume both that the speaker wants the true answer to this question and that the speaker believes that the subject (the addressee) has the desired true answer. These assumptions would allow the child to infer that VERB$_2$ is a kind of predicate which relates an individual (e.g., the child) to the true answer to a question (e.g., *What time is it?).

Howard et al. (2008) provide some support for this pragmatic bootstrapping view, as the only published study to examine the relationship between input with attitude verbs and performance on a behavioral task that assesses understanding of the verbs. The tasks they use required three-year-old participants to decide whether a *know* statement or a *think* statement is more informative when the two statements conflict, as in (29) and similar to the methodology of Moore et al. (1989).

(29) A toy is hidden in one of two boxes and participants must find it. They receive the following clues:

a. Puppet A: I think it’s in the blue box
b. Puppet B: I know it’s in the yellow box

They find that two aspects of the input are related to performance on this kind of task. First, hearing *know* in more questions predicts higher accuracy while hearing *know* in more declaratives predicts lower accuracy. Second, hearing *know* occur with more first person subjects leads to worse performance.
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Given this initial support, a pragmatic bootstrapping approach to learning the contrast between *know* and *think* seems plausible, but it leaves out the role of the complements. According to such pragmatic bootstrapping, a possible entryway into the factivity of *know* would be via its interrogative complement. How would this knowledge extend to uses of *know* with a declarative complement? This depends in part on how the two types of complements are related. Three options have been discussed in the literature for responsive predicates like *know*: (i) ambiguous accounts that posit two lexical items which take different complements (Karttunen 1977, George 2011); (ii) reductive accounts that posit one lexical item which takes one kind of complement, where interrogative complements are reduced to declarative complements or vice versa (Groenendijk et al. 1984, Spector & Egré 2015, Uegaki 2015); and (iii) uniform accounts where the two complement types are posited to have the same denotation (Ciardelli et al. 2013, Theiler 2014, Ciardelli & Roelofsen 2015, Theiler et al. 2016). If the two complements are underlyingly related, as in the reductive accounts, knowledge about instances of *know* \(Q\) would be informative about instances of *know* \(p\) and vice versa.

### 5.2.1 Direct speech act data

To determine the viability of a pragmatic bootstrapping approach to learning the contrast between *know* and *think*, we examined aspects of the verb’s discourse distributions in speech to children.

First, we examined the kinds of direct speech acts that the verbs are used to perform as measured by the types of clauses that the verbs occur in. See Figure 6 for the results. We find that declarative clauses are the most prevalent, followed
by polar interrogatives and then *wh*-interrogatives. But there are differences in
the kinds of clauses that occur most frequently with each verb. *Think* is used
primarily in declarative clauses (64% of all *think* tokens) while *know* occurs almost
equally in declaratives (50% of all *know* tokens) and polar interrogatives (49%
of all *know* tokens). Interrogative clauses are rarer with *think*; only 20% of all
*think* tokens are polar interrogatives and 17% are *wh*-interrogatives. A chi-square
test of independence was performed to determine the relationship between clause-
types and verbs. The relation between these variables was significant, $\chi^2 (2, N =
2387) = 310.83, p < .00001$. This indicates that *think* is used primarily to make
assertions while, in contrast, *know* is used more often in asking questions. In
further analyses, *wh*-interrogatives and polar interrogatives are collapsed into one
interrogative category.

**Figure 6** Clause-types within the sample, as a proportion of each verb

Furthermore, when we compare the types of clauses and subjects in the sample,
we see that the kinds of subjects that occur in utterances are not unrelated to the
clause-types (data in Figure 7). The vast majority of tokens with first person subjects
are declaratives (45% of the entire sample) and the vast majority of tokens with second person subjects are interrogative (39% of the entire sample). In contrast, interrogative clauses with first person subjects (2% of the entire sample) and declarative clauses with second person subjects (7% of the sample) are both rare. This may not be surprising, at least within the domain of belief verbs like think and know; when we speak, we may be more likely to assert our own beliefs than question them, and we may be more likely to ask about others’ beliefs that claim what they are. A chi-square test of independence was performed to verify this relationship between clause-type and subject-type within our sample of belief verbs. The relation between these variables was significant, $\chi^2 (2, N = 2387) = 1445.57, p < .00001$. Thus, in talking to children, adults tend to ask questions about the beliefs of others and assert things about their own beliefs, instead of asking about their own beliefs and declaring others’ beliefs.

**Figure 7** Clause-types by subject-types, as a proportion of entire sample
5.2.2 Indirect speech act data

The data presented in the previous sections suggest that know is used typically with (i) second person subjects (Figure 1), (ii) interrogative clauses (Figure 6), and (iii) interrogative complements (Figure 5), while think is typically used with (i) first person subjects, (ii) declarative clauses, and (iii) declarative complements. Is this data reflective of the kinds of indirect speech acts that know and think are used to achieve? We know that there is a relationship between subject-types and clause-types (Figure 7). How do the different complement-types distribute across these categories? How often do second person know questions also have interrogative complements, compatible with indirect requests for information (as in 27a)? And how often do first person think assertions have declarative complements, compatible with indirect assertions (as in 28)?

In our sample, know is frequently used to ask indirect questions (29.7% of all know tokens are polar questions with second person subjects and embedded questions) such as (30), or to answer questions (33.5% of all know tokens are assertions with first person subjects) as in (31). In contrast, think is most often used to make indirect assertions (41.3% of all think tokens are assertions with first person subjects, present tense, declarative complements and no negation) as in (32). This suggests that, in speech to children, know is most often used to request information or to answer requests for information, while think is mostly used to express commitment to some proposition. To the extent that children can make use of this kind of information, the distributions are there in the input to support a pragmatic bootstrapping approach.
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(30) conversation with Helen (4;11) during play interaction, participants include the target child and her mother

mother: *Do you know what the story’s about?*

child: *What?*

mother: *Well, we’ll see.*

(31) conversation with Laurel (3;0) at dinner, participants include the target child, her mother and her father:

child: *What’s the other baby’s name?*

father: *I don’t know.* (addressed to child)

father: *What’s the other baby’s name?* (addressed to mother)

(32) conversation with Bobby (4;2) at dinner, participants include the target child, his mother, his father and his sister:

father: *What are you doing, mixing it all up?*

child: *That’s for it can get warmer.*

father: *I think it’s pretty warm now.*

Note that parents often use *Do you know Q?* questions not as genuine information-seeking questions but as knowledge questions. But the children’s responses indicate that they take these questions as indirect questions because they respond with the answer to the embedded question, or say *What?*, rather than answer yes or no:

(33) conversation with Helen (4;11) during grocery-set play interaction, participants include the target child and her mother

mother: *Do you know what this is?*

child: *Powder.*

mother: *Yea, that’s right. Soap powder.*

To see the relevance of these kinds of speech act cues for distinguishing between *know* and *think*, we can calculate the validity of a speech act as evidence for a verb category. First taking potential indirect assertion tokens (those with first person subjects, in declarative clauses, with declarative complements and present tense),
the cue validity for *think* is .95 given that 95% of such tokens are *think* ones instead of *know* ones. For potential indirect questions (with second person subjects, in polar interrogative clauses with interrogative complements), the cue validity for *know* is 1, given that *think* is incompatible with interrogative complements. Thus, these indirect speech acts are not only informative about the underlying meanings of the verbs, but provide an exceedingly clear signal. Furthermore, if we abstract away from the complement types of the tokens, and just look at the role of subjects and clauses cues (see Figure 7) in differentiating the verbs, the cue validity values remain higher than those discussed for the discourse status factivity cues in Section 4.3.2.

The probability of having a *think* token given a first person assertion is .61 and the probability of having a *know* token given a second person question is .77. These four cue validity values suggest that the discourse function cues given by the kinds of speech acts speakers use *know* and *think* for, provide a clearer signal than the discourse status cues given by what speakers presuppose when using *know* and *think*.

### 5.2.3 Discussion of discourse function cues and pragmatic bootstrapping

We have seen that speakers use *think* and *know* to perform different discourse functions, in ways that could provide clues as to the verbs’ underlying meanings. *Think* is mainly used for indirect assertions with first person subjects. If the child understands that the speaker is indirectly asserting the content of the complement with these *I think p* utterances, she may infer that *think* expresses a commitment to the truth of the complement by the subject but that it does not trigger the presupposition that the complement is true. In contrast, *know* is mainly used for indirect questions with second person subjects. If the child understands that the speaker is indirectly
asking her $Q$? through these *Do you know $Q$?* questions, she may infer that *know* relates the subject to the true answer to $Q$.

But if children are able to use the intended force of the indirect act to infer the meaning of the direct act, might this backfire in cases where *know* and *think* are used for other kinds of indirect speech acts, such as indirect requests (e.g., *Don’t you know I just cleaned that up?* and *I think it’s time for bed*)? What would prevent the child from inferring that the underlying meanings of *know* and *think* express some kind of preference (in the same way they might infer *want* expresses a preference from its routine usage in indirect requests such as *I want you to go to bed*!, see [Hacquard & Lidz to appear](#))? We would like to propose that pragmatic and syntactic bootstrapping might work in tandem, and mutually constrain the kinds of hypotheses that learners will entertain for attitude verb meanings.

### 5.3 Pragmatic syntactic bootstrapping

The meaning of an expression is related to both (i) the kinds of sentences that expression occurs in and (ii) what speakers use that expression to achieve. Either of these links can be error-prone, their convergence might help hone in on the right meaning.

According to the pragmatic syntactic bootstrapping hypothesis for attitude verb meanings ([Hacquard 2014, Hacquard & Lidz to appear](#)), learners make use of both syntactic distribution and discourse function cues to hone in on an attitude verb meaning. Different classes of attitude predicates take different types of complements, and this syntactic/semantics mapping is principled, in accordance with the traditional syntactic bootstrapping view. Verbs that express belief (*think, know, say*, etc.)
in English take finite complements, verbs that express preferences take non-finite complements (*want, order, tell*, etc.). But the same belief/desire split is tracked differently in different languages (e.g., mood selection in Romance, word order in German), in a way that could be challenging for a learner using syntactic cues to figure out verb meaning (how does a learner of German know to pay attention to word order cues, as opposed to mood?). Here is where pragmatic bootstrapping comes in handy: these different syntactic cues all converge at a more abstract level: belief verbs, but not desire verbs, in these various languages, all take complements that have syntactic hallmarks of declarative clauses in the respective languages (e.g., finiteness in English, indicative mood in Romance, verb second in German), the clause type typically associated with assertions. A verb like *think* takes declarative complements and is used for indirect assertions. From this the child may conclude that the verb expresses some commitment of the subject to the truth of the complement. However, when the indirect speech act and the syntactic complement do not line up (as in indirect requests uses of *think* sentences), the learner may know to refrain from making conclusions about the verbs’ meaning.

For the case at hand, the most optimal indirect route to factivity may thus involve combining cues from the verbs’ syntactic distribution (ability to take interrogative complement) and discourse function (indirect assertions vs. questions). What could be particularly powerful in the case of *know* and *think* is that there is an alignment across different aspects of the signal that children are exposed to.
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6 Comparing routes

We find that know and think occur at similar rates in speech to children. Neither verb is frequently used to talk about beliefs outside of the conversational context: they rarely describe the beliefs of a non-interlocutor, previously held beliefs or beliefs that the conversational participants do not hold. But that is about where the similarities between the verbs’ use end. Know is primarily used to ask questions about the addressee’s beliefs, often with the intention to request information. In contrast, think is used to assert what the speaker believes, often with the intention to proffer the content of that belief. Relatedly, the verbs also have distinct syntactic distributions in terms of the complements they occur with. Think takes primarily declarative complements, while know embeds both interrogatives and declaratives.

We first examined direct cues to (non-)veridicality and (non-)factivity based on the discourse status of the information expressed by the complement. We found that the two verbs are distributed in ways that are distressingly similar. The ability for think to report false beliefs could be obscured from children given the frequency of think assertions about the speaker’s beliefs. And any requirement that know report beliefs which are taken for granted could be obscured by the fact that $x$ knows $p$ tokens are not systematically used in contexts where $p$ is common knowledge. Hence the signal may be there, but it is noisy.

In order to use the direct route for a trigger like know, children must: (i) track the common ground, (ii) track the propositions expressed in know and think’s declarative complements, (iii) compare these propositions to the common ground, (iv) evaluate these propositions for truth in the conversational context, (v) sort through noisy input distributions to (vi) discover an association for know where the propositions are true.
and common knowledge, but not for *think*, and (vii) conclude that this association is a matter of convention that should be encoded into the representation of *know*. In principle, this process is possible. But in reality, any of these steps could fail.

We have seen that the relevant data is made available, but is very sparsely distributed across children’s experience; the relative differences between *know* and its comparison case *think* are small. These small differences are statistically significant, but we do not know if they are cognitively significant, or salient, to children. With one potential measure of such salience — cue validity — we find that the kinds of contexts which should be diagnostic of factivity are actually more characteristic of the ways that *think* occurs in the input, suggesting that such an acquisition route would actually lead children to learn that *think* is factive more readily than *know*, which is inconsistent with findings from the language acquisition literature.

Furthermore, since speaker presuppositions are backgrounded, children might fail to attend to them, especially given that speakers make all kinds of presuppositions that aren’t tied to any particular lexical item. When children do attend to speaker presuppositions and notice associations with particular words, they must then decide that this information needs to be conventionally encoded. A pragmatic account of the triggering problem for *know* might alleviate some of the pressure: perhaps all the child needs to discover is that *know* is veridical while *think* isn’t. But, as we have seen, the evidence for such a distinction is also sparse, given that *think* is rarely used to report false beliefs in speech to children.

Another possible route exploits earlier-developing syntactic knowledge to bootstrap into lexical semantic knowledge. In order to use this syntactic route, children...
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must: (i) track syntactic distributions in their input, (ii) notice differences in the distributions of *know* and *think* and (iii) reason about the explanation of this difference via principled syntax-semantics links. Can children do this?

As we saw in section 5.1, there is growing support from other cases of attitude verb acquisition that syntactic bootstrapping is at play (Harrigan et al. 2016, Lidz et al. 2016), but not for a contrast of this grain size, let alone this particular contrast. Furthermore, counterexamples that challenge the principled nature of the link between factivity and question embedding still remain.

Finally, the discourse function route has children use pragmatic bootstrapping to discover the factivity contrast for *know* and *think*, by exploiting the types of indirect speech acts these verbs are used for. In order to use this route, children must: (i) track the intentions of their interlocutors, (ii) track the words that are used by their interlocutors, (iii) notice relationships between them and (iv) reason about the nature of those relationships via pragmatics-semantics links. Can children do this?

In some ways, the pragmatic information required for the discourse function cues is the most salient information, given that it has social importance. It is not unreasonable to think that children can infer speaker meaning, especially if there are some constrained contexts with good extralinguistic and paralinguistic cues to their parents’ intentions. Previous studies show that children pick up on the intended illocutionary force of indirect speech acts, like requests or questions (Shatz 1978, Spekman & Roth 1985, Grosse & Tomasello 2012). As for our relevant verbs, studies show that children are sensitive to the assertivity of *think*, and that they may, in fact, assume indirect assertion uses of *think* sentences to a fault (Shatz et al. 1983, Diessel & Tomasello 2001, Lewis et al. 2012, 2017). We have also seen that children tend to
respond to the indirect questions expressed with *Do you know Q?*. Over-weighting these discourse function cues could lead the children to make certain errors, like ascribing desire meanings to *think* and *know*, when they are used to make indirect commands.

In principle, all of these routes are possible, but they place different cognitive and linguistics demands on children. Given the relative strength of the signal from the syntactic and discourse function cues, relative to the discourse status cues, and the fact that children seem to have the prerequisite cognitive and linguistic demands to exploit these cues, we believe that a combination of the syntactic and pragmatic function route is the more likely. But which ones do children actually use? Perhaps children make use of a combination of them, as multiple sources of information may be necessary for solving such difficult or subtle mapping problems (Gleitman et al. 2005). Alternatively, all the routes may be viable and children may utilize whichever one is made most available to them in their individual experience. And there is some indication in this dataset that children can have vastly different experiences. For example, when we consider the types of subjects which occur with each verb in children’s experience, there is some variation. While *know* occurs with 1st person subjects in about 30% of cases on average, the range for individual children is between 15-60%. Similarly, *know* occurs with 2nd person subjects in about 60% of cases on average, the range is between 15-85%. In fact, experiences can be so different that two out of the 24 children get distributions of subjects with *know* that are closer to their peers’ experiences with *think* than the peers’ experiences with *know*. What we do not yet know is how this individual variation impacts children’s understanding of the verbs, and how this supports (or fails to support) different
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routes. To see which route children actually use, we would need a way to correlate input to comprehension. We are currently conducting such a study to gain some experimental insight into which set(s) of cues are related to children’s understanding of factivity (see Dudley 2017 for preliminary results).

7 Conclusion

We examined a corpus of child-directed speech to determine which cues to the (non-)factivity of *know* and *think* are made available to children. Direct cues from the discourse status of the complement as old or new information are sparse: our data suggest that children do not have many opportunities to observe that speakers presuppose *p*, when they hear *know*. This is because *x knows p* utterances are relatively rare. When they occur, they are not systematically used to presuppose the truth of *p*, and when compared with *think p* sentences, the rates of old vs. new information differ, but not very starkly. As a result, children may not have reliable opportunities to observe that *know* is used to talk about established facts — whereas *think* is not. If these data are reflective of children’s experience generally, then there is some signal in the relatively few instances they get to learn from, but this signal is very noisy. If a child can use these cues, it will be via probabilistic reasoning about slight differences in proportions within their experience; children would have to actively entertain factivity as a hypothesis and the learning trajectory would be slow because the data would have to accrue over a long period of time.

However, *know* and *think* have different syntactic distributions, and they are used to perform different discourse moves. *Think* most often embeds declarative complements whereas *know* embeds both declarative and interrogative complements.
*Know* is used most often to ask or answer information-seeking questions (i.e., *Do you know where...? No, I don’t know*) whereas *think* is used to proffer or hedge assertions (i.e., *I think that you...*). Given that both types of cues (syntactic and discourse function) are available to children, we’ve argued that they could provide alternative routes to the factivity contrast.

Could syntactic bootstrapping alone be sufficient? Perhaps not, given all the counterexamples to the generalization that only factives take both interrogative and declarative complements. Could pragmatic bootstrapping alone be sufficient? Probably not, as *think* and *know* can also be used for indirect requests. But syntactic and pragmatic bootstrapping could work in tandem and mutually constrain each other.

If this is on right track, then indirect cues to factivity may be more helpful to children than discourse status cues to factivity, given the ways that parents use the verbs in conversation. It’s unclear whether this strategy would be available in acquiring other factive presupposition triggers. However, *know* is the most frequent factive in both the input and child productions (*Shatz et al. 1983, MacWhinney 2000*). Perhaps these discourse cues serve to inform the child that *know* is factive and they can then bootstrap this knowledge to other verbs which have similar syntactic distributions. Alternatively, it could be that—unlike in naturalistic speech between adults—the presuppositions of other cognitive factives are more clearly signaled in the input.

Finally, this indirect strategy which relies on both syntactic distributions and discourse functions is unlikely to apply to all presupposition triggers. For hard triggers in particular, discourse status cues may be much more reliable, while
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indirect cues may be much sparser in the input. As a comparison case, we are currently exploring cues to the presuppositional content of the hard trigger too and its acquisition profile.

What do these conclusions about input imply for a theory of know’s factivity? The ways that speakers use know in speech to children make the direct route of observing what speakers presuppose to pick up on the factivity of know unlikely. Hence, from a learnability point of view, a semantic account of the triggering problem for know is unlikely. Instead, a pragmatic account, according to which the factivity of know follows from its veridicality is given more support. But even then, picking up on the veridicality of know, in comparison to the non-veridicality of think is not trivial, given the way speakers use the two verbs. As a consequence, children may have to exploit more indirect cues to the veridicality/factivity contrast than one might have thought.
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